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1.1

Introduction

Hi and welcome to OTUS, SIEM.

OTUS is a management system for storing server, application, and network information on a centralized
location. OTUS SIEM offers a fast and organized way to access, analyze, and act on your network
data. Data analysis, intruder detection, and custom reports are some of the many features that are
available. These functions are explained in more detail under their respective topics.

We at OTUS hope that your experience with our web application is a smooth, elegant and an enjoyable
one. We have taken great efforts to put together this Help file so that you may refer to it in case of
difficulty or troubleshooting.

If you still have questions or feedback to provide please contact support at: << place holder for e-mail
address or contact numbers >>

System Requirements

This topic discusses the system requirements to run and use the application.

To run OTUS, SIEM successfully on your system you need to have these minimum requirements on
your server and on your client side you must have a good Internet browser. On the back-end you need
linux.

Hardware
Small installation ( up to 50 servers )

CPU: Minimum - 1 Pentium Processor or
later for desktops or Xeon Dual
core for Senvers/Workstations.

Recommended - Pentium i Core
(desktops/laptops) or Xeon Quad
Core or abowe for Servers and
Workstations

Memory: 2 GB
Available disk space: 80 GB

Medium Installation ( up to 100 seners )

CPU: Minimum - 2 Pentium Processor or
later for desktops or 2 Xeon Dual
core for Servers/Workstations.

Recommended - 2 Pentium i Core
(desktops/laptops) or Xeon Quad
Core or abowe for Servers and
Workstations

Memory: 4 GB
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Available disk space: 160 GB

Large Installation (up to 200 servers )

CPU: Minimum - 8 Pentium Processor or
later for desktops or 4 Xeon Dual
core for Senvers/Workstations.

Recommended - 8 Pentium i Core
(desktops/laptops) or 4 Xeon Quad
Core or above for Senvers and
Workstations

Memory: 8 GB

Available disk space: 320 GB

For Very large installation ( 200+ seners)

contact hello@bitsteer.com

Ports

Open Ports: 80 (HTTP), 443( HTTPS), 514
(SYSLOG), 161 ( SNMP), 162
( SNMP TRAP)

Clustering Ports for very  |9200 - 9300 ElasticSearch

large installations: 9369, 35197 RabbitMQ

5432 PostgreSQL

Software and Other Requirements
The software requirements are:

Operating System: Windows 2000, Windows NT 4.0,
(Senice Pack 6a or later and IE
6.0+), Windows XP Professional,
Windows 2003 Server, Windows
Vista (All), Windows 7, Windows 8

Internet Browser Firefox 3.0 or later version
(recommended)
Google Chrome (recommended)
Internet Explorer 9.0 or later version
Safari or Opera (latest versions)

1.2 How to Login to OTUS SIEM Online

This topic explains how to login to the OTUS SIEM online application. You may use the Username and
password provided to you (when you purchased the product) to login. Alternatively you could also login
using your Google account. Both login procedures are explained in this topic. How to logout from the
application is also explained.

© 2014 ww.bitsteer.com
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Note: If you do not have an OTUS account you could register for one. Please refer the Creating your
OTUS account[ 12 topic for details.

To login to OTUS using Username and Password

1. Open your web browser (Internet Explorer, Firefox, Google Chrome or Safari) and enter the URL of
your OTUS SIEM login page in your URL field and click Enter.

On successful loading of your page you must see the following login fields.

0] | § 1M

Security Information and Event
Management

Usemame

Fassword

*§ Log in with Google

X Create a new account | @ Lost password

2. Enter your Username in the Username field.
3. Enter your password in the Password field.

Note: If you have forgotten your password click the Lost password link. How to recover your password
is explained under the section To recover lost password, below.

4. Click Login. On successful login the home page of the application opens.

© 2014 ww.bitsteer.com
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Tl’s Security Information and
Event Management

Oct2517:30 Oct260530 Oct 26 17:30 Oct 27 05:30  Oct 27 17:30 Oct 28 05:30

Server Time ~ Data Type Size
smip_infosol hr Security Distro{authpriv 4 KB
smtpA infosal hr SecurityDistro(aur 48 KB
smip1 infosol hr 43 KB
smip1.infosol hr 141 KB
smip1.infosal hr 3 PostiixDistribution(mail) 8278
smip1.infosol.hr Security Distro(auth) 231 KB
aveciah.com PowerMTA{var/log/pmiafaccl-bounces-* csv) 7.76 MB
smtp1.infosol hr SecurityDistro{authpriv) 50 KB
aveciah.com PowerMTA(/varlog/pmiafacct-delivered-* csv) 607 KB
smitpA_infosol hr SecurityDistro(auth) 6T KB

Showing 1 1o 10 of 111 entries

First  Previous 1|2 | 3| 4|5 | Net | Lasi

Note: Notice your username (encircled in bold) on the top right of the image.
To login to OTUS using your Google account

1. Access the home page as mentioned in Step 1 of the previous section.

[ ) . .
=4 Log in with Google
2. Click the Log in with Google B Log = button. The web page refreshes to

display the following fields.

© 2014 ww.bitsteer.com
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Google

Sign in with your Google Account

Email

Password

[ Stay signed in Need help?

3. Enter your gmail id (one that you use to access your Google account) in the Email field.
4. Enter the password for the email (Google account) in the Password field.

5. Click Sign in. If the login credentials are correct the home page (image displayed abowe) of the
application is displayed.

Note: Access to OTUS is based on the role a user is assigned. For example the always role permits a
user to access the application anytime. The working_hours role permits a user to access the
application only during the time defined for the working_hours role which may be from 09:00 AM to
05:00 PM.

To logout of OTUS

1. Click on the username located on the top right of the home page. The following menu is displayed.

© 2014 ww.bitsteer.com
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Settings

ol L L

2. Click Logout.

Note: Before leaving the application please ensure that you do not have any unsaved data left open or
unsaved data that you were changing.

To recover lost password

1. From the login page that displays the fields for Username and Password click the Lost Password
link. The webpage refreshes to display the following fields.

GruUS

Security Information and Event
Management

€ Go back to Login

2. Enter your email in the Email field. This is the email that you used when you registered for your
OTUS account.

3. Click Recover. A message indicating that your new password is sent to your email is displayed.

© 2014 ww.bitsteer.com
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1.3

A new password has been re-sent to

you by email. Login here

4. Open your email to use the reset password.

Creating your OTUS account

If you do not have an account or if you do not have a Google account you can also register for one,
online. This topic explains how.

To register on OTUS and obtain an account

1. Open your web browser (Internet Explorer, Firefox, Google Chrome or Safari) and enter the following
URL in your URL field and click Enter.

On successful loading of your page you must see the following login fields.

TS

Security Information and
Event Management

Usemame
[

Password

*§ Log in with Google

X Create a new account

© 2014 ww.bitsteer.com
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2. Click the Create a new account link. The web page refreshes to display the following fields.

GruUs

Security Information and
Event Management

First Name

Last Name

4 Go back to Login

3. Enter a valid email id in the Email field.
4. Enter your first name in the First Name field.
5. Enter your last name in the Last Name field.

6. Click Register. A successful registration message is sent to the email that was used for
registration.

Registration successfulll A password
has been sent to you by email. Login

here

i i < Go back to Login
Note: To go back to the login page click

© 2014 ww.bitsteer.com
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2.1

The Raw Logs Search

The Raw Logs Search page is your starting point from where you can access the various functionality of
the OTUS SIEM online application. The various modules for the various functionality can be accessed via
the various menus. The home page and how to navigate the menus are explained in this chapter.

Raw Logs Search in detail

This topic discusses the Raw Logs Search in detail. The Home Page is the page that is displayed

immediately after a successful login.

Raw log files are files that are not indexed. They are displayed here in their original format as they come
into the system. All data is stored in raw log file format. Data that is indexed is also stored in indexed or

tabular form, but the raw log file format remains.

Tl's Security Information and
Event Management

[Elogs @ index | Alerting ~ B Reporting ¢ figuration ~

Server Time - Data Type
smip1.infosol hr Security Distroauthpriv)

smtp1.infosol.hr SecurityDi:

smitp infosol hr Security Di:

smip1.infosolhr SecuntyDi:
smip1.infosol hr Postfixt

smip1.infosal hr Secunity Distro(auth)

aveciah.com PowerMTA(jvarlog/pmtafaccl-bounces-* csv)

smtp1 infosol hr SecurityDistro{authpriv)

aveciah.com

PowerMTA{varog/prmtalaccl-delivered-" csv)
smip1 infosol nr 2013-10-28  SecurityDistro(autn)

Showing 1 1o 10 of 111 entries

First Previous 1 2 3 4 3 Next Last

4 KB

46 KB
48 KB
141 KB
8278
231 KB
7.76 MB
50 KB
607 KB

6T KB

The Main Log area

By default when you login for the first time the details under the Logs are displayed as shown below. By

default 10 entries are displayed per page but this can be changed.
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aveciah_com
smtp1.infosol hr

Oct 25 0530 Oct 25 17:30 Oct26 0530 Oct2617-30  Oct 27 05:30 Oct 27 17:30 Oct 280530 Oct2817:30 Oct 29 0530 Oct 291730 Oct 30 0530 Oct 30 17:30 Oct 31 0530
Server Time * Data Type Size
smipl.infosol hr 20123-10-1 Security Distro{authprivy S KB
smitpl.infosol hr 2013-10-30 SecurityDistro{authpriv) 48 KB
smip1.infesol.hr 2013-10-30 SecurityDistro{auth) 48 KB
smitp1.infosol hr 2013-10-29  SecurityDistro(authpriv) 141 KB
Smitp.intesol.nr 2013-10-29 PosmxDistribution(mail) 827 B
smtp1.infosol hr 2013-10-29 SecurityDistro{auth) 231 KB

Additional pages of information can be accessed via the page numbers below the screen.

First Previous 1 2 3 4 5 Mext Last

Another option would be to select more number of detail lines per page and this can be done by clicking
an option from the No.of lines per page filter as shown below.

In the above case, the page would instantly refresh to display 50 lines of details per page as shown in
the image below.
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Filter by Date

Filter by Servers

Filter by Data Types Filter by Content Regex

& Download Create Alert Query

M app.imaiunkimiled com
1 1 smip1 infosol hr

M shap2 info-sol net

M itld42 info-solnet

Mov22 0530 Mov2217:30  Nov230530 Nov2317:30

Server

‘shap2 info-solnet
shap2 info-sol net
app.imailuniimited.com
shap2.info-sol.net
app.imailuniimited.com
smitp1.infosol hr

iti442 info-sol net
shap2.Info-sol net
shap2 info-sol_net
smip1.infosol hr
app.imailunlimited.com
11242 Info-301 net
shap2.info-sol.net
shap2 info-sol net
shap2.info-sol.net
smip1.infosolhr
smip1.infosol.hr

app. imailuniimited. com
smip1.infosol.hr

shap2 info-sol.net
shap2.info-solnet
shap2.info-sol.net
app.imailunlimited com
app.imailuniimited.com
shap2.info-sol net
app.imailunlimited.com
shap2.info-sol net
smtp1.infosol.hr
shap2.info-sol net
shap2.info-sol net
smip1.infosol.hr

shap? info-sol net
shap2 info-sol.net
app.imailunlimited.com
shap2.info-sol.net
shap2.info-sol.net
SMIpT.infosolne
app.imailunlimited.com
1442 info-sol nel
app.imailunlimited.com
shap2 info-sol net
app.imailunlimited.com
app imailunlimited.com
shap2.info-sol.net
shap2. info-sol net
app.imailunlimited.com
shap2.info-sol.net
app.imailunlimited com

Showing 1 to 50 of 1,307 eniries

First Previous 1 2 3 4 5§ Next .Last

Nov 24 05:30

Time

2013-11-26

2013-11-28
2013-11-28
2013-11-28
2013-11-28
2013-11-28
2013-11-28
2013-11-28
2013-11-28
2013-11-28
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-27
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-26
2013-11-25
2013-11-25
2013-11-25
2013-11-25

Now24 17:30  MNov250530 Mov2517:30 Nov26 0530 Nov2617:30

~ Data Type
: ﬁb‘inbi%lﬂuﬁhgh#ﬂpﬁ.hfo—sﬂl.nﬂ-ﬂcm log®)

NginxDistro(variog/ngink/demo. olus-logging com-access og*)
SecurityDistro(kem)
SecurityDistro(authpriv)
SecurityDistro{authpriv)
SecurityDistro(auth)
MoinxDistro(/variog/nginx/brojac.ittab_hr-access log”)
SecurityDistro(auth)
PostfixDistribution{mail)
SecurityDistro(authpriv)
MginxDi i i imai .com-access log”)

NgInXDIstro(/varog/nginubrojac ab nr-access og”)
MginxDistro{fvarogingink/pin.info-sol net-access log*)
MginxDistro{variog/ngingtrac iInfo-sol net-access. log™)
MginxDistro{fvaroginginx/iprovserver. info-sol net-access Jog®)
SecurityDistro{authpriv)

SecurityDistrofauth)

MNginxD gl com-access. log”)
PostfixDistributicn(mail)
SecurityDistro{authpriv)
PostixDistribution{mail)
NginxDistrof/variog/ngingdemo.otus-logging com-access. log™)
SecurityDistro(authpiiv)

MNginxD hecker. i

SecurityDistro(auth)

SecurityDistro(kem)
NginxDistro{/variog/nginx/apps.info-sol net-access log*)
PostixDistributicn(mail)

NginxDistro(varog/nginxirac. info-sol.nel-access log*)
SecurityDistro{authpnv)

SecurityDistro(authpiiv)
NginxDistro(variog/nginxprovserver info-sol net-access log”)
SecurityDistro(auth)

SecurityDistro|authpriv)
MNginxDistro{fvariog/mginpin.info-sol net-access 10g*)
MginxDistro(/variog/nginx/demo.otus-logging. com-access. log™)
SecurityDisirofauth)

SecurityDistro{kem)

NginxDistro{varog/nginubrojac itiab hr-access log*)

MginxDistro(! imailtoals.com log*)

PostiixDistribution(mail)

MginxDistro(/ i hecker.imail COMm-; log)

NginxDI ginapp

NginxDistro{/variog/ngingapps. info-sol net-access log”)

.com-access.log”)

NginxDistro(variog/ngindprovserver. info-sol net-access log”)
NginxDistro(/ i imai
SecurityDistro{authprivy
MginxDistro/ i

com-access.log®)

com-access log®)

com-access.og”)

Now27 05:30  Nov 27 17:30  Mov 28 05:30

Size
828
9KB
IS KB
24 KB
119 KB
B
364 B
12 KB
9KB

4 KB
TaKB
300 KB
10 KB
KB
17 KB
239MB
5.25MB
449 MB
8228
171 KB
63 KB
576 KB
504 MB
10 KB
119 KB
144 KB
152 KB
IKB
26 KB
678 KB
193 KB
15 KB
937 KB
1.01 MB
11 KB
176 KB
262 KB
145 KB
270 KB
65 KB
29KB
29KB
11.51 MB
32B
16 KB
14.48 MB
1.07 MB
64 KB
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Basically what this page displays is the details of the raw log files and also provides means to search
this data.

The Instant Graph
This graph shows the raw file log size in that time range across various seners. It has seweral other
functionality too. For more details click the_Instant Graphmﬁ topic.

Accessing the modules and menus

You can access the various modules by clicking the Logs, Indexing and Reporting links. Further
options for filtering and categorization are provided once a particular function is accessed.

To access menus as in the case of the Alerting and Configuration menus, click the tile and a drop-
down appears.

™ Alerting T'{t") E

Alert Queries
Alert Rules

Alert Events

£ Configuration {b

Groups & Distributions

Servers
Users
We have already seen the Username menu in the How to Login to OTUS SIEM[ 71 Online topic.

Latest notifications button

This button is located very near the Username menu. Clicking on it displays the most recent notifications
in a pop-pup a shown below.

© 2014 ww.bitsteer.com
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2141

% 2 SubashSL ~ i

Lastest notifications Show All

T

i- li Server smtp1.infosol hr (SecurityDistro) has sent log data at
2013-10-30 16:39:011

(1) Server smipt.infosol.hr (SecurityDistro) has not sent any
ﬁ data since 2013-10-30 15:09:01!1

You can click a notification to reveal more details of the notification in a table-view format. You can also
click Show All inside the pop-up to view all the notifications in the main log area or table-view format.

Note: Please view the topic Notifications in detaill 271 for more information on notifications.
Filtering the Data
You can also filter the data of the logs displayed on the Main Log Area by clicking one or more of the

filters. Please view the Filtering Data using filters[ 22 topic for details.

Create Alert Query button
Create Alert Query

Clicking this button leads to creating raw alert query based on search parameters.

Instant Graph

The instant graph shows you a snapshot of the raw file log transfer on the senvers for the past two weeks
beginning with the current date, located at the far right.

10 MB
1 MB
100 KB
10 KB
1KB
1008
0B

app imailunlimited com

ol
UL “

Nov 19 0530 Nov 19 17:30  Nov 20 05:30 MNov

Nov 150530 Nov1

The higher the bars the greater is the transfer rate. A legend on the far right also indicates which colored
bar represents the data transfer of senver.

Other features of the graph are:
-Mousing over a bar in the graph pops up a call-out indicating the amount of log transfer on that

particular date and the start-time and end-time of the transfer. The call-out also mentions the amount of
data transferred on that date and for the particular time period.
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865 KB on 17 Mov 2013 from 07:30 to

0830

T R

- Zooming in on the graph - this facilitates viewing more detailed information in a more detailed display of
the graph. Zooming in is explained below.
To zoom in on the graph (for information of transfer in Days)

Use this functionality to determine the transfer of log for a particular number of days. (In our example
from 23:30 hours, November 16, till 7:30 hours November 17)

1. Position the mouse over the graph such that the tool-tip (call-out) displays the information for the
start day and time, i.e 11:30 PM, November 16.

34 KB on 16 Nov 2013 from 22:30 fo

30 Nov1617:30 Nov 17 05:30

Note: Mouse cursor in the image above has been emphasized to show what it points accurately.
Subsequent images may also show the mouse cursor in this emphasized form for clarity purposes.

2. Click and drag across the graph till the tool-tip displays the end day and time i.e 7:30 AM, November
17. You must see the following image.

453 KB on 17 Nov 2013 from 06:30 1o

1730 Nov 170530 Nov 17 17

3. Release the mouse button. The graph will redraw itself to display the corresponding information as
displayed in the image below.

© 2014 ww.bitsteer.com
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21.2

11:30 13:30 15:30 1730 19:30 21:30 2330 01:30 03:30 05:30 a7:30

You can further drill down this image for finer details, such as information of transfer in hours and in
minutes.

To zoom in on the graph (for information of transfer in hours)
In our example we are going to find out finer details about the transfer between 13:30 and 17:30.

1. Position the mouse over the graph such that the tool-tip (call-out) displays the information for the
start time, i.e 13:30 PM.

2. Click and drag across the graph till the tool-tip displays the end day and time i.e 17:30.

3. Release the mouse and the graph redraws itself to display an image as shown below.

100 KB app.in |a|‘ur limited.com
1] KE itld42 info-sol net
. chap2 info- sul nat

10 i

13:30 14.00 14.30 15:00 15:30 16:00 16:30 17:00 1? 30

To zoom in on the graph (for information of transfer in Minutes)

In our example we are going to find out the details of the data transfer between 15:00 and 15:15.
1. Position the mouse over the graph till the tool-tip now displays the start time 15:00.

2. Click and drag across the graph till the tool-tip displays the end time i.e 15:30.

3. Release the and the graph redraws itself to display an image as shown below.

10 KB shap2.info-sol.net
1 KB 442 info-solnet
M app.imailunfmited com
1008 ] - M smitp 1 infosol b
0B
15:01 1502 15.03 15:04 1505 15.06 1507 15.:08 15:09 1510 15:11 15:12 15:13 15:14 1515

Note: Evwery time you zoom in, the table below the graph is also automatically updated. The Filter By
Date field is automatically populated with the time and dates that you selected for zooming in.

Filtering data using filters

The data on the main log area can be filtered using one or more of several filters. This topic discusses
using these filters.

Note: With one filter already in use you can add more filters to filter that data.
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To filter by Date

1. Click inside the Filter by Date filter box. A drop-down of options is displayed.

Last Hour
Today
Yesterday

*  lLast7 Days
Last 30 Days
This Month
Last Month

« Custom Range

1| FROM TO

y | 2013-11-20 2013-11-20

2. Select an option (the first seven, Last Hour till Last Month) and the web page automatically
refreshes to display the data for that selected filter.

3. Click the Custom Range option to set a FROM date and a TO date filter. In this case pop-up
windows to select date appear as shown below.

© 2014 ww.bitsteer.com
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{ | | Filter by Server

by Servers Filter by Data Types
L5 « October 2013 + o« October 2013 -+
Today Su Mo Tu We Th Fr Sa S5u Mo Tu We Th Fr Sa
29 30 2 3 W 5 29 30
Yesterday = n : 2 8
6& 7 8 9 10 11 12 6 ¥ & 9 10 41 12
Last 7 Days
13 14 15 16 17 18 19 13 14 15 16 17 18 19
Last 30 Days 20 M 23 23 24 25 I 20 21 22 23 24 25 26
This Morith 27 28 29 30 3t 1 2 27 28 29 30 f 2
3 4 5 6 7 8 8§ 3 4 5 6 7 8 9
., Last Month
M Custom Range \h
FROM TO

2013-10-1 2013-10-31

Coo [ o

4. Select a date from the calendar box on the left for the FROM date.

5. Select a date from the calendar box on the left for the TO date.
6. Click Apply. The web page refreshes to display the data applicable to the custom date filter.

Note: Click Clear to clear the filter and close the drop-down list.

To filter by server

1. Click inside the Filter by Servers box. A drop-down of servers currently being tracked is displayed.
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|
aveciah.com
host1.genesisvirtual.com

itl442 info-sol.net

shap2 info-sol net

smtp1.infosol hr

2. Select afilter from the list by clicking on it. The web page refreshes to display the logs and
information pertaining to that senver.

Note: You can select one or more seners using this filter. Let us assume the app.imailunlimited.com
sener is selected. Note that it shows up in the filter as follows.

» app.imailunlimited.com

To add one or more seners from the list of servers just click inside this filter again in the space adjacent
to the already existing filter and the drop-down appears.

% app.imailunlimited.com

aveciah.com

host1.genesisvirtual.com
itl442 info-sol.net
shap2 info-sol net

smtp1.infosol hr

From here you can select another sener. Repeat the steps to add servers. To remowve a server from the
filter click the "X" symbol of a server name from the filter. Also in the drop-down the cursor is seen
blinking in the vacant space abowe the list of servers. If the list of servers is long and you would like to
search (and subsequently select) a sener just enter the name or the first few characters of the server's
name in this space and the server you are searching for is located and listed in the drop-down list for you
to select.

To filter by Data Types

Note: A datatype is the type of data that is stored. It consists of a distribution(path) for pull
distributions or distribution(facility) for SYSLOG distributions.

1. Click inside the Filter by Date Types box. A drop-down of options is displayed.
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NginxDistro

(varflog/nginx/app.imailunli
access.log®)

MNginxDistro
(varflog/nginx/apps.info-
sol.net-access . log®)

MginxDistro
(varflog/nginx/brojac.itiab.h v
access.log®)

2. Browse the list of data types from the drop-down and select one of your choice. The web page
refreshes to display logs pertaining to that data type selected.

Note: As with the Filter by Servers filter, you can select multiple Data types in the Filter by Data
Types filter also. Refer explanation in the previous section.

To filter using regular expressions (Regex)

1. Click inside the Filter by Content Regex box and enter a regular expression. For example to
search for all linux related logs enter linux and press Enter. The web page refreshes to display logs
related to the keyword "linux" or "linux" followed by any character or characters of any length without
spaces. Other examples of regular expression include "conn.*"

(In our example the word "conn.*" is used in the filter which ideally means pages with "connect", or any
record containing the characters "conn" followed by any character of any length without spaces, will

& View
show in the results). From the list of log files displayed click to view the contents of the log
file by selecting the file (with your mouse). The following page is displayed.
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213

Logfile content

conn.*

connect from localhost[127.8.8.1]

» Foliow 1 v 1| 2|3 |4 |5 Next | Last 10 [=]

Note: Here additional filtering can be done in two ways. 1. Entering text inside the Search box (the one

with the lens symbol inside) 2. Entering text in the Search box.
3. Creating one or more alerts. This is explained in the topic Creating Alert Queries [38).

Entering a regex string such as "goog.*" to say search for all instances of "Google" or "googlebot" in
the search box returns results as shown below.

Logfile content

+ Prev | 4 Next

goog.”

GOOGLE . COM[173. 194 . 78. 27]: 25

4 T '
» Foliow 5 > ) 2|3 |45 Net | Last |10 [&

Note: Regex merits an entire topic for discussion. For more details on regex please go through this link
on Wikipedia. Another thing to be borne in mind is that "Regex matching" matches case sensitive
regular expressions if it is set under user's setting (Login Username -> Settings) for the variable web

search regex case sensitive.

Notifications in detail

There are three types of notifications. The table below summarizes their properties

Notification Type Property Examples
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General and Informational successful PULL copy,
successful PUSH copy (syslog,snmp),
successfully detected PULL copy time
format,
new PUSH server autodetected, configuration
pending, match on alert rule

e Warnings failed PUSH copy - no PULL copy method
bt discovered
failed PULL copy - autodetect if server didn’t
receive no PULL data for longer periods of time

push fail ( ), storage usage treshold ( ),
failed time format, invalid time format,
Errors system alert ( internal OTUS exception) This
E exception can only be seen by the Superuser
role.

Note: Autodetect notifications are always on top of others until you confirm them or reject them. Once
confirmed OTUS SIEM will try to get the server name from server address. If it fails it means there is no
DNS entry and therefore a notification of the same. For example if there was a name such as
srvl.dobarmail.com then it would mean that the DNS is configured properly and consequently you will
not get notifications for that server again. Autodetect works for PUSH copy types (SYSLOG,SNMP)

You can auto-configure a server for incoming SYSLOG data as indicated by a notification shown below.
Click Yes to auto-configure the server. This is an auto-detect feature used by OTUS to configure the
remote server to send data that is not inside the OTUS configuration. This is the fastest way to auto-
configure new servers.

Lastest notifications Show All

il Detected incoming SYSLOG data from 91.235.171.54
ae (?). Do you want to auto-configure this server?

Note: Please refer the Creating and Managing Senvers[ 701 topic for more information on Auto-
Configuration.

Clicking Show All opens the following page displaying all notifications of the system assigned to the
logged in user's account.
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10 [v]

Time - Severity Type Message Link
20131205 11:29:.06 INFO JOB_SUCCESS Copied /varlog/nginw'%-access. log* from server app.imailunlimited com (1.18 MB) at 2013-12-05 06:5%:06! link
2013-12-05 11:09:35  INFO JOB_SUCCESS Copied Varog/nginy%-access. g™ Mom Server app imailunfimited.com (1.22 MB) at 2013-12-05 06:39:351 ik
2013-12-05 11:06:00  INFO ALERT Alert alert_200_instance1 ([]) at 2013-12-05 00:56:051 link
2013-12-05 11:06:00  INFO ALERT Alert aler_200_instance ([J) at 2013-12-05 00:50:311 link
2013-12-05 11:06:00  INFO ALERT Alert alert_200_instanced ([]) at 2013-12-05 00:4%:141 link
2013-12-05 11:06:00  INFO ALERT Alert alert_200_instance1 ([J) at 20123-12-05 0049011 fink
2013-12-06 11:06:00  INFO ALERT Alert alert_200_instanced ([]) at 2013-12-05 00:52:01! link
2013-12-05 11:06:00  INFO ALERT Alert alert_200_instance1 ([]) at 2013-12-05 00:50:081 link
2013-12-05 11:06:00  INFO ALERT Alert alert_200_instance1 ([]) at 2013-12-05 00:54.341 fink
2013-12-0511:06:00  INFO ALERT Alert alert_200_instance1 ([]) at 2013-12-05 D0:56:181 link

Showing 1 10 10 of 25,978 entries

First Previous 1 2 3 4 5 Next Last

Note: The variables notification web notify alert, notification web notify job success, notification
web notify push success and data retention

total usage warning limit under Configuration -> Settings are related to the functions of the
notifications. Please refer the topic Managing Settingsl?fﬁ for more details.

To view Alert type of notifications

1. Click the link for detailed information on that notification. In our example the link of the first alert is
clicked. The following page is displayed.

alert_200_instanced alert_500_instance1 aq_r_auth_toni_instance2 aq_user_toni_instance10 ar_notif_delay_high_instanced

2013-11-28 00:48:32 - 2013-12-05 00:43

10

app_imail_track_200-]]

|

Nov 28 12:00 Nov 29 00:00 Nov 29 12:00 Nov 30 00:00 Nov 30 12:00 Dec 01 00:00 Dec 01 12:00 Dec 02 00:00 Dec 02 12200 Dec 03 00:00 Dec 03 12:00 Dec 04 00:00 Dec 04 12:00 Dec 05 00:00

Start Time ~ End Time Rule Instance

2013-12-05 05:18:31 2013-12-05 05:18:33 app_imail_track_200
2013-12-05 051810 2013-12-05 051811 app_imail_track_200
2013-12-05 05:17:33 2013-12-0505:17:34 app_imail_track_200
2013-12-05 05:16:22 2013-12-05 05.16:23 app_imail_track_200

20131205 051606  2013-12-05051607  app_imail_track_200

The graph suitably adjusts to display information related to that alert. Information of the same alert at
various times and dates appear in the table below. From this page you could skip to other alerts too as
can be seen in the various tabs below the selected tab for that particular alert you selected.

2. Click an alert from this table displays more information as displayed below.

Start Time = End Time Rule Instance

2013-12-05 20:45:06 2013-12-05 2004907 app_imail_track_500

66.219.180.89 - - [05/Dec/2013:16:13:06 -0500] “GET Qe st i EU s i el N e s bl p= HTTP/1.1" 500 Bl rll ettt

Note: Depending on the type of notification OTUS responds with various screens. As mentioned earlier
in the above example an alert was selected.
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To view a Copy type of notification
1. Click on a copy type of notification. The following page is displayed displaying more information.

» NginxDistro(/variog/nginpre
25 H sol.net-access. log'

2013-12-03 04:41:09 - 2013-12-10 04:4 » shap2 info-sol. net x NginxDistro(/variog/nginx'de
logging.com-access.1og”)

& Download Create Alert Query

1ME

Tog*
100 KB SJ”
10 KB o
1KB
e
108

Dec031200 Dec0400:00 Dec0412:00 Dec0500.00 Dec051200 DecOE00:00 Dec0512:00 DecO0700:00 Dec0712:00 Dec0800:00 Dec081200 Dec0200:00 DecO9 12:00 Dec1000:00
Server Time * Data Type Size

2013-12-10

shap2.info-sol.net

shap2.info-sol net 2013-12-09 NainxDistro(varloginginx/demo olus-logging com-access 10g*) 267 KB
shap2.info-sol net 2013-12-08 MNginxDistrofvar/loginginx/provsenver. info-sol net-access log™) 14 KB
shap2 info-s0l net 2013-12-08 NginxDistro(/varognginy/demo olus-logging com-access. 10g*) E1BB
shap2.info-sol net 2013-12-08 NginxDistro{fvar/loginginx/provsenver. info-sol net-access log™) 17T KB

2. Using the filters (explained in the topic Filtering data using filters[ 23) more specific data can be
searched and fetched.

To view a system event

1. Click the system ewvent notification from the list of notifications. The following page is displayed.

10 E 2013-12-03 00:09:40 - 2013-12-10 00:0¢

ERROR

INFO

Dec031200 Dec040000 Dec041200 Dec0500:00 Dec051200 Dec0500:00 Dec061200 DecO0700:00 DecO7 1200 DecO80000 DecO81Z00 Dec0900:00 Dec09 1200

Start Time ~ Severity Compeonent

20131210 04:39.39  INFO QUEUE

event:
single retent

path:
Jvar/log/otus/storage3/g_nginx/itla42.info-sol.net/NginxDistro/varSlogsnginxbrojac.itlab.hr-access.log®/2013/89/18. log

2013-12-00 14:19:40 INFO QUEUE
2013-12-00 141939  INFO QUEUE

2. Here too, using the filters (explained in the topic Filtering data using filters[22) more specific data
can be searched and fetched.
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3

3.1

Data Handling

This chapter deals with the data handling functions of the OTUS, SIEM such as viewing and downloading
logs, searching, indexing etc.,

Viewing and Downloading raw data

Raw data log files can be viewed, searched (using strings and Regex) and even downloaded. This topic
discusses how.

To view and logs

1. Click a log file from the table. The selection is highlighted by a blue background bar. The View
button and Download buttons are enabled.

Server Time ~ Data Type Size

app.imailuniimited com 2013-11-22  NginXDistro(/varioginginapp. imaiuniimited Com-access.iog-)

app.imailunlimited.com 2013-11-21 NginxDistrojvarflog/nginx/app imailunlimited com-access jog*) 9.78 MB

Note: Click the file again to deselect it. The View and Download buttons are disabled. The last
column Size indicates the Raw log size. The long path after the log file content denotes the data type. In
case you want to share OTUS data with some other systems, it is done outside of system by configuring
linux.

@ View
2. Click the View button. The contents of the log file are displayed in a new window as

shown below.

Logfile content

» Follow First | Previous 2|8 | 4| 5 | Mext | Last 10 [z

- Follow
Note: Click to follow the most recent inputs for this log. Once click the button changes

W Following ... ) . .
to and you are immediately repositioned on the last page where you get to see
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latest entries being posted in real time on screen instead of you having to close and open the window all
the time when new content arrives.

Functions of the window displaying the log file
To use text search functionality

1. Type text in the Search box located on the top of this window to search the displayed text for
matching text entered into the Search box.

Note: Instead of typing you can even click one or more words from the displayed text and they are
input into the Search box and marked in the pages as well. Notice in the image below how the word
"google" has been searched and marked.

Logfile content X

google 4+ Prev & Next

2. Now to also search for Mozilla while still displaying google search results click the word "Mozilla"
anywhere on this page. The result is as follows.

google|"Mozilla/5.0 * 4 Prev + Mext

4+ Prey ¥ Mext

3. Click Prev and Next buttons to browse all pages of the log file with lines
marked with the texts "google" and "Mozilla/5.0". Alternatively you can click the page numbers located
at the bottom of the screen or select a page number from the number drop-down list.

First | Previous 36 37 | 38 | 39 40 | Next | Last 10 [v]
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To use Regex functionality on the page

1. Enter Regex in the Search box. The results are highlighted and displayed as explained for the Text
search.

Note: Regex search is explained in more detail in the topic Filtering data using filters[ 22

To download a log file

When a log file is selected, simultaneously the Download button also displays the size of this log file.

4 Download

1. Click the Download button to download the file. Follow your Internet browser's message to
download the file onto your computer.

Note: 1. Ifthe file is large, for example over 250 MB then it may take up to 30 minutes to download as
it takes time to prepare the download file. In that case when you click the Download button the system
sends you an e-mail link. Clicking this link will enable downloading of the file that can be done in a
separate window of your browser while you can continue your work on OTUS uninterrupted. The file size
limit of the file that can be downloaded before it is sent for download via the e-mail link is determined by
the web export async size limit (mb) variable. You can check this variable under Configuration ->
Settings. In any case you will have to wait for a large download to complete, be that directly from the
webapp or from email download link.

2. Regex merits an entire topic for discussion. For more details on regex please go through this link on
Wikipedia. Another thing to be borne in mind is that "Regex matching" matches case sensitive regular

expressions if it is set under user’s setting (Login Username -> Settings) for the variable web search
regex case sensitive.
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Indexing log search

OTUS SIEM offers fast and simple access to relevant data. Indexing is the process where the raw log
data is analyzed by an indexer and the important components are extracted and stored in a table form
providing for better and concentrated searches to be performed. This yields more meaningful results.
About 70+ integrated indexers are available in OTUS SIEM from various software and hardware vendors.

Clicking Indexing from the Indexing (menu) displays the tabs for the various indexers in use currently.
You can then load indexed data from a particular indexer by clicking on one of these tabs. The main log
area displays the logs related to that particular tab/indexer selected. In the following image the mail-
postfix indexer has been selected by default and its details reported.

Note: The names of indexers (mail-postfix), etc are not constant, they depend on which indexers you
use in the Distribution (PULL,SYSLOG,SNMP) indexer column. All currently used indexers are defined
here.

Hlogs @indexing ™ Alerting ~ = .3 )} n - [ 0:] 1 - e
mail-postfix  network-shorewall  powermta  system-ssh  unix_auth

10 [v] % Clean & Apply | Conditions [J ~ Create Alert Query
Time ~ Server msgid from to relay delay delays dsn  status_text stats_info €

2013-10-17 06:00:14  host1 genesisvirtual com 2668B460E0  <admin@genesisvirtual com>  <rack@host1 genesisvirual com> local 066 064001/ 001 511 bounced unknown user: "rack”

2013-10-17 06:00:14  host1 genesisvitual.com A14B246144 <> <admin@genesisvirtual com:= local O oo 511 bounced unknown user: "admin”
2013-10-17 06:00:14 hostl genesisvirtual.com 2668B460EQ0  <admin@genesisvirtual.com= <rack@host1_genesisvintual.com> local 066 064/0.01/060.01 511 bounced unknown user: "rack”
20131017 05:556:16  host1 genesisvintual.com ATE2946144 <= <admin@genesisvirtual com: ocal O oo 511 bounced unknown user. "admin”
2013-10-17 05:55:16 host1 genesisvirtual.com 2D0AD460ED  <admin@genesisvitual.com=  <rack@host_genesisvitual.com> local 066 0.64/0.01/00.01 511 bounced unknown user. “rack”
2013-10-17 05:55:16  host1 genesisvirtual.com 2D0AD4G0ED  <admin@genesisvirual com=  <rack@hostl genesisvinual.com>= lkcal 066 0640010401 511 bounced unknown user. "rack”

2013-10-17 05:50:13 host1.genesisvirtual.com 64832460E0 <admin@genesisvirtual.com= <rack@host1 genesisviftual.com> local 066 064/0.01/0d0.01 51.1 bounced unknown user: “rack”

2013-10-17 05:50:13  hostl genesisviriual.com 64832460E0  <admin@genesisviriual.com> <rack@nosii genesisviual.com> local 066 064001001 511 bounced  unknown user. “rack”
2013-10-17 05:50:13 host1 genesisvirtual.com DF4TA46144 <> <admin@genesisvirtual.com: local 001 OVOVOID 5.1.1 bounced  unknown user: “admin” -
2013-10-17 05°45:14  NOSTT genesisvinualcom 204DF460E0  <admin@genesisvinual com>  <rack@nostl genesisvinual com= local 066 065001001 517 DOUNCEN  URKNOWN USEr "rack”

£ >

As in the case of Indexing if there are more columns that can fit the page, you can use the horizontal
scroll-bar at the bottom of the page to scroll left and right to view the hidden columns as can be seen in
the image abowe.

Note: When you click on an indexed row one or more raw log lines from which indexed row was
constructed is displayed as shown below.

Time ~ Server status dmae direction tace chain proto dest skip smac source dport sport

2-31 10:4%16 app imailuniimited com 00:0c:cf 28780 Cl 64.79.76.210

Dec 31 @6:18:16 <kern.infor 64.78.76.218: d@ kernel: Shorewall:net3fw:DROP:IN=eml OUT= MAC=dd:ae:52:

2:c0:9d:08:0c:cf:28: Fd:80:08:80 SAC=66.219.100.89 DST=564.79.76.210 LEN=66 TOS=ExBd PREC=

Create Alert Query

For creating an indexed alert query based on search parameters click . For

more information refer the Create and Managing Alert Queries[381 topic.

To use the filters and conditions refer the topic Filtering data using filters[ 22

To use the graph refer the topic Instant Graph[2d\.
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5.1

Alerting

This chapter deals with creating and managing Alert Queries, Alert Rules and Instances and Alert
Events.

There are two types of alerts, raw alerts and alerts on indexed files.
-Raw alerts are created from raw log data and have the type "raw" for the indexer name. In them you
can write regular expression entries (regex). They can be accessed from this alerting screen or by

filtering raw log files ( create alert button on logs screen )

-Indexed alerts are created from indexed log data and have various names under the indexer tab. They
can be accessed via the indexing tab also (via the “create alert query” button)

It is also to be noted that Alert Queries, Alert Rules and Alert Events are connected. Here's how.
Note: Alerting Queries and Alert Rules are enabled under the Alerting menu for a user if the

config_advanced role is assigned to the user.

Creating and Managing Alert Queries

As the name indicates Alert Queries are created for querying on data and retrieving information. Alerts
are basically raised on indexed columns content and raw log string matches. This topic also explains
how to test, modify and delete queries. In alert queries you basically define matches for alerts. This
functionality is available only for Superusers (System Administrators)

Alert Queries can be created from here or from Raw log search or Indexer log search.
Searching for alerts
. Q
Using the Search field you can also search for filters. Just enter a few
characters of the filter's name and the page will filter records specific to your input characters or words.

Entering a text such as "authentication" in the search box filters the existing output to filter records
displaying the word "authentication" as shown below.

v + Add il Delete 2

Name = Indexer Filter Groups
unix_auth_failed_login unix_auth ration Server,user
unix_auth_falled_login_total unix_auth

Showing 1 to 2 of 2 entries (fitered from 11 total entries)

First Previous 1 Next Last

Note: This search feature is available throughout the OTUS system wherever a search is required, be
that Users, Roles, Distribution, Groups etc.,

Creating one or more alert queries
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1. Select Alert Queries from the Alerting Menu. The following page is displayed.

10 [+] Q +Add @D R Preview

Name = Indexer Filter Groups

app_imail_track_200 raw

app_imail_track_500 raw

aq_auth_success_toni raw server

aq_nolif_delay_high mail-postfix message_id AND

bla apache

notincation_delay_nign mail-posimix delay notificationfinfo-sol.net AND

unix_auth_accepted_password unix_auth peration SEIver,user

unix_auth_accepted_publickey unix_auth operaticn SeITVer,user

unix_auth_failed_login unix_auth peration Server,user

unix_auth_tailed_login_total unix_auth

Showing 1 to 10 of 11 entries

. Create Alert Query
Note: Alert queries can also be created wherever the Create Alert Query
button appears.
, =+ Add . . -

2. Click the Add button. The following fields and buttons are displayed. We'll discuss two
examples. In our first example we create an alert query for checking all successful logins.

10 [ Q ® Cancel W Delete || B Preview

Name = Indexer Filter Groups

x Conditions =

2. Enter a name for the filter in the Name field. For this enter a name from the list of names under the
Name column. ( For our example enter unix_auth_accepted_password ).

3. Select an indexer from the Indexer column. Click the box titled - select - under the Indexer column
and select an indexer from the list. (For our example select unix_auth)

|
[¥5]
]

apache

bind9 query

bind2_query with_timestamp
bind_query
bind_response_checks

bind_update_log v

M e oS S e L e e
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4. Click the Conditions box under the Filter column. The web page displays additional fields as
shown below.

Filter Groups

® | Conditions [ ~

- Select - [v] V] AND  OR %

anmwm

5. Click the first drop-down (named - Select -) and from the drop-down select an item. For our example
select "Operation".

Note: Based on the selection made for the Indexer column this drop-down can accordingly change

showing different values and options. For instance if the file was a raw file then only the following options
are available.

Filter Groups

X | Conditions &N =

raw [=]| ~ e AND OR | %

The various operators, AND,OR, LIKE also vary for raw log files and indexer log files.

For instance raw log files (as shown in the image abowve) has the '~' operator for regex matching.

For index log files the following operators appear in the drop-down. '=='- equal to, '=' - not equal to, '<' -
less than, ">' - greater than, '<='- less than or equal to, ="' - greater than or equal to and the IS NULL
and the IS NOT NULL operators.

The following are choices when "delay" is selected while making a condition for a filter for Indexer log file.

Filter
® | Conditions BN =

delay [z] || == [~

==
[ 15 MULL
| 1S NOT NULL
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6. Click second box with the down-arrow head and from the drop-down select "==" from the list.

= W
LIKE

MOT LIKE

I5 NULL

IS NOT MULL

7. In the next box enter the words "Accepted Password". For our example this means that if the
parameter Operation equals the statement "Accepted Password" then it means that there is string
match for string “Accepted Password” in column operation.

®  Conditions £8 =
Note: In this example we have created only one condition. Note that the
number 1 indicates the number of conditions created. We can add one ore more conditions. This is
discussed in the following section.

8 Click the box under the column Groups and from the drop-down select one ore more groups where
this condition needs to be applied. In our example only servers and user need to be selected.

Note: A group is a collection of servers. For raw alerting items can be grouped by server value. For
indexed alerting items can be grouped by server value + all other values that are indexed. To find out
more about groups and how to create and manage them refer the topic Creating and Managing
Groups[73)

The final image looks as follows.

10 |v qQ « Save ® Cancel W Delele B Preview

Name = Indexer Filter Groups

unix_auth_accepied_password unix_auth - ®  Conditions £ = ® USEr || x Sernver

ration [v/] ~|  Accepted password AND OR | %

9. Click . The saved condition appears in the list of alerts. To cancel the process click
® Cancel

Adding one or more conditions

In this example we'll create a filter where we wish to check all logins, both successful or unsuccessful.
To do this we simply add one more condition to the existing condition.

1. Follow steps 1 to 7 of the previous section.

2. Click the OR button immediately after creating the first condition. Additional fields are displayed as
shown below.
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® | Conditions [} ~ - select -
operation V] == [™] | Accepted password AND  ©OR %

- Select - [v] v AND OR | %

3. Create the second condition as explained in the previous section. This time add the message
authentication failure for the second condition. If done correctly you must get the following image.

®  Conditions [ ~ - select -

operation [v] || = [v] || Accepted password AND  OR X

operation [v] || = [V] | authentication failure] X | AND OR %

x
Note: To delete a condition click associated with that condition.

4. Click the box under the column Groups and from the drop-down select one ore more groups where
this condition needs to be applied. In our example only servers and user need to be selected.

5. Click . The saved condition appears in the list of alerts.

To Test an alert query

1. Click the new filter from the list of filters being displayed. The filter is highlighted as shown below.

, [ Preview )
2. Click . The web page refreshes to display the results of the query.

To modify an alert query

1. Double-click on a field of the query. In our example the Filter field was double-clicked.

aq_notif_delay_high mail-postfix x

2. Modify the field as per requirements and when done click . To quit without saving

) X Cancel
chages click
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To delete an alert query

1. Select the alert query to be deleted. It is highlighted with a blue background as seen earlier.

. i Delete o
2. Click . The Delete confirmation dialog is displayed.

Confirm

Are you sure you want to delete alert query unix_auth_accepted_password (it is
currently not in use)?

& -

3. Click Yes.
Caution: Exercise this function with care. The process cannot be undone. All data is deleted.
5.2 Creating and Managing Alert Rules
Alert Rules define workflows for various alerting situations and Alert Instances use those Rules applied to
senvers/groups, alert destinations and N/T values. In this topic creating, modifying and deleting alert

rules are discussed. We will then create an instance of a rule.

In alert rules you define how those rules are connected to seners. For this first one defines graphical
workflows and then these graphs are connected to instances. There are alert rules applied to specific

situations ( servers, N/T, notification destinations). This means that you can create one workflow and
connect it to various servers.

This functionality is available only for System Administrators (Superusers)

To view the current alerts in the system

1. Click Alert Rules from the Alerting menu.

™ Alerting = =

| Alert Queries

Alert Rules

Alert Events
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The following page opens displaying the current rules in the system.

+ Create a New Generic Rule ¥ i

q_r_auth_toni_instance2

Note: The ones in black color are the rules and the ones in blue under the rules are the instances of
the rule. To see the alert instances in action refer to the Notifications in detaill 27 topic.

To create an alert rule

, + Create a New Generic Rule ) .
1. Click . The following flow-chart representation is created on the

page.

new_generic_rule2 ©
o

In our example we'll create a new generic rule for unsuccessful logins for a particular user where the
user is also notified via the email-address.

Note: You can click and drag this representation to anywhere you want to position it on the work
space. Similarly newly added objects can also be similarly moved and the flow-diagram automatically
redraws itself.

Also there are N/T ( N times in T period seconds ) before raising alert. This is the way to group entries
based on common value ( similar to SQL group by ) so that multiple items can count as one raised alert.
N/T is that box next to rule i.e. in aq_user_toni_instance10 for example, it is that 1 /1s box.

user_toni
]
g_imail

1718

For raw alerting items can be grouped by server value and for indexed alerting items can be grouped by
server value + all other values that are indexed
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2. Click the Add Operator or Query button to add the AND, OR or the NOT condition to the rule as

shown below.
Click to add Operator or Query

generic_rule2 ©

Select an Operator or Query

AND. | OR | NOT

3. From the drop-down select OR. The resultant image looks as follows.

new_generic_rule2 e OR ©
a

—©OOR ©

Note: If you wish to delete the operator click the Remove this node button.
A confirmation dialog is displayed as shown below.

Remove node

This action will remove this node and all his childrens. Do you want to continue?

-

Click Yes to remowve the node.

In our case since we wish to notify user when an unsuccessful login takes place, click the Add
operator or Query button and select unix_auth_failed_login from the drop-down.
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Select an Operator or Query

AND | OR | NOT

unix_auth_accepted_public

unix_auth_failed_login

unix_auth_failed_login_iota
notification_delay_high

user_toni

aq_auth_success_toni

. AR LR Ty T g ek TR B

L . Q\ .

unix_auth_accepted_passu *

T

r.

The diagram looks as follows.

new_generic_rule2
o

1erig¢ Select a Notify
o

The flow-diagram must now look as follows.

4. Click the select a notify button and from the drop-down select email.

¢ unix_auth_failed_login
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new_generic_rule2 ¢ unix_auth_failed_login
o

EMAIL

Note: In this fashion you can add or remove one or more nodes.

. « Apply . . . .
5. Click . The rule is saved and listed in the list of rules on the column on the left as

shown below. (NEW_GENERIC_RULE_2)

aq_user_toni_instance10

Yy O OAIITH T
H AUl

aq_r_auth_toni_instance2

ar_nofif_delay_high_instance8

VT TR

alert_200_instance1

ALERT 500

alert_500_instance?

MNEW

5. Finally to rename the new generic rule double-click the name of the generic rule. It is enabled for
editing as shown below.
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lhew generic ruie2 x| -
@

Rename the rule to one of your choice.

« Apply
6. Click PP to save the new name.

To remove a rule

1. Select a rule from the list.

. il Remove P
2. Click . The rule delete confirmation dialog is displayed.

Warning

Are you sure you want to delete alert rule USER_SUBASH _rule (it is currently not in
use)?

O I

3. Click Yes.

5.21 Creating and Managing Alert Rules > Creating and Managing Rule Instances
Rule instances are created from rules. You can create one or more instances of a rule. Just as with
Creating Rules, the Creating Rule Instances functionality is not available to users. It is only available for
System Administrators (Superusers). A few examples are discussed below.

To create an instance of a rule

1. Click the Add Instance button of the rule from the list as shown below.

USER_SUBASH RULE

The web page uses the diagram from the rule and provides options for adding the required fields as
shown below.
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USER_SUBASH_rule_instance1 —1_ 4 unix_auth_failed_login

Double click to add server groups

1+ 1s

EMAIL
Double click to specify target

Note: The N/T ( N times in T period seconds ) specifications apply to instances too.

2. Double click the EMAIL node and in the field enter the appropriate email address.

3. Double click the unix_auth_failed_login node and select the suitable server group or groups from the
drop-down list.

unix_auth_failed_login

* ?
gmal [N
0_new
g_nginx
g_powermia
group_syslog_192 237,
group_syslog 91.235 1
. + Apply .
4. Click . The rule is created.
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Example 2 - To create an instance for a failed login rule to apply to a syslog server and to send email to

admin@syslog.com

1. Follow the steps outlined in the previous section so that you may get an instance as follows.

USER_SUBASH_rule_instance1 —1_ | unix_auth_failed_login
Syslog

EMAIL

admin@syslog.com

Example 3 - To create instance to apply to an SNMP server and send email to admin@snmp.com

Follow the steps outlined earlier to get the following instance workflow

USER_SUBASH_rule_instance1 /1 | unix_auth_failed_login
SNMP

g p s b

EMAIL

admin@@snmp.com

Note: Alert notifications can be syslog, email or snmp.

To delete an instance of a rule

1. Select the instance of the rule.
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: il Remove _ L
2. Click . The instance delete confirmation dialog is displayed.

Warning

Are you sure you want to delete alert rule instance alert_S00_instance? (this will
delete all existing alerting data)?

o= -

3. Click Yes.
Caution: Exercise this function with care. The process cannot be undone. All data is deleted.

5.3 Alerting > Viewing Alert Events

Alert events based on instances of Alert Rules created can be viewed using this option. Alert Events
show matched alert queries on alert instances. The alert events table is where you see when your alerts
matched the rule instances created.

To view alert events

1. Select Alert Events from the Alerting menu.

™ Alerting - =

Alert Queries
Alert Rules '

The following page is displayed. The tabs are for the various rule intances.
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alert_200_instance1 alert_500_instance1 ag_r_auth_toni_instance2 aq_user_toni_instance10 ar_notif_delay_high_instanceg
10 z Filter Al ter by Rule Instances ter by s Info
Start Time - End Time Rule Instance

2013-12-10 05:26:36 2013-12-10 05:26:38 app_imail_track_200
2013-12-10 05:26:30 2013-12-10 05:26.31 app_imail_track_200
2013-12-10 05:26:00 2013-12-10 05:26:10 app_imail_track_200
2013-12-10 052342 2013-12-10 05.23:43 app_imail_track_200
2013-12-10 05:23:34 2013-12-10 05:23:35 app_imail_track_200
2013-12-10 052241 2013-12-10 05.22.42 app_imail_track_200
2013-12-10 05:21:25  2013-12-1005:2126  app_imail_track_200
2013-12-10 05.19:46  2013-12-10 051947  app_imail_track_200
2013-12-10 05:15:28 2013-12-10 05:15:30 app_imail_track_200
2013-12-1005:13:25  2013-12-1005:1326  app_imail_track_200

Showing 1 to 10 of 14,534 entnes

2. Filter the data using one or more filters. Refer the Filtering data using filters[22) topic for more
information on how to use filters.

3. Click to select a record to view more information as shown below.

Start Time ~ End Time Rule Instance

66.219.168.59 - - [18/Dec/2013:08:56:37 -@50@] "

4. Click on a rule instance (separated by tabs) to view the alerts of that particular instance.

Note: When you click on a matching row, the content that exactly matches in the indexed or raw log
file for alert rule is made bold.

Other types of alerts such as indexed alert events when clicked display the following information.

Start Time = End Time Rule Instance servername
20131218 21.04:15 2013-12-18 21:04:16 user_toni shap2.info-sol.net
time server user
2013-12-18 16:34:15 shap2.info-sol.net toni
and
Start Time = End Time Rule Instance

20131218 20:4243  aq_nolif_delay_high

time server delay frem
2013-12-18 16:12:43 shap2.info-sol net 29
2013-12-18 16:12:43 shap2.info-sol.net 29
2013-12-18 16:12:43 shap2.info-sol net 22
2013-12-18 16:12:43 shap2.info-solnet 659
2013-12-18 16:12:43 shap2.info-sol net 3
2013-12-18 16:12:43 shap2.info-solnet 8.7
2013-12-18 16:12:43 shap2.info-sol net 1
2013-12-18 16:12:43 shap2.info-solnet 1
2013-12-18 16:12:43 shap2 info-sol net 75
2013-12-18 16:12:43 shap2.info-sol.net 1.2
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You can also get more information by clicking the information button on the far right.

Details: o

Indexes:

I « mail-postfix -

Groups & Servers:

g_imail (4]

o shap2.info-sol.net

o smip1.infosol hr

o app.imailunlimited.com
> host1_genesisvirtual. com
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Reporting

OTUS SIEM, lets you generate a variety of reports. Several of these reports are already built-in into the
system. These are the DEFAULT REPORTS. However you can always customize a report to suit your
needs. These are the CUSTOM REPORTS. You can also create a brand new report from scratch. The
topics in this chapter show you how.

Note: Custom reports are pre-calculated queries for defined period of time. Reports also appear to
users depending on their roles. The report role ensures the basic reports (bothe DEFAULT and
CUSTOM) are available for a user.

The DEFAULT REPORT CATEGORIES are:

- Alerting — reports related to raised raw or indexed alerts

- History — internal reports related to otus user login / logout activity
-Indexing — reports related to number of indexed entries for a chosen indexer
-Raw - reports related to raw log files Some of the raw reports are:

Name of report Description
Raw_all size of all raw log files gathered into otus system
Raw_copy_method size of all raw log files grouped by copy method
Raw_data_type size of all raw log files grouped by distribution
Raw_default size of all raw log files grouped by server

Raw_sener_copy _method |size of all raw log files grouped by server / copy method

Raw_senver size of all raw log files grouped by server
Raw_storage size of all raw log files grouped by storage
Raw_storage_ruke size of all raw log files grouped by storage rule

-System — reports related to system errors

To access the reports

1. Click Reporting. The reporting web page is displayed.

To search for a built-in report and view
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1. Click the Search field and select the report from the drop-down list.

Q, Search =
Type the Rep lame v
Q |l
Default Reports -

alert_alert_200_instance '

alert_alert_200_instance
alert_alert_200_instance
alert_alert_ 200 _instance
alert_alert_200_instance

alert_alert_500_instance

=l s S

R N N i)

In the example the report alert_alert_200_instance1_WEEK is selected.

The web page refreshes to display the report shown below.

+ New Report Q Search v 9 alert alert 200 instance1 WEEK Statistics | Information & Cust @D
Auto v all B B CS & XLS
& Alerting
10
& alert_200 app_imail_track_200-]
& aler_alen_200_instance1_LAS
W alert_alert_200_instancel_MON .
B alert_alert_200_instance1_TOD
B alert_alert_200_instance1_WEH
B alert_alert_200_instancel_YEAR
W aler_500
W History
i@ Indexing
& Raw Dec07 Dec07 Dec08 DecOf Dec09 Dec09 Decid Decid Decii  Dec I Dec13 I

Pointing mouse on the graph provides more information in call-outs as shown below.

Tue Dec 10 20113 17:33:09 GMT+0530
(india Standard Time) - 1
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10 [=]

Start Time

2013-12-13 15:58:30
2013-12-13 19:58: 11
2013-12-13 15:57:37
2013-12-13 18:57:19

2013-12-13 15:56:37

Information

To view information click

© alert_alert_200_instance1_WEEK

~ End Time

2013-12-13 15:58:31
2013-12-13 15:58:12
2013-12-13 15:57:38
2013-12-13 15:57:21

2013-12-13 15:56:38

. The web page refreshes to display the following.

Rule Instance

app_imail_track_200
app_imail_track_200
app_imail_track_200
app_imall_track_200

app_imail_track_200

Statistics Information & Customize m Delete

ECsVv BXLs

2013-12-13 15:56:17 2013-12-13 155618 app_imail_track_200
2013-12-13 155520 2013-12-13 155530  app_imail_track_200
2013-12-13155402  2013-12-13 155403  app_imail_track_200
2013-12-13 155317 2013-12-13155318  app_imail_track_200
2013-12-13 155254 2013-12-13 155256 app_imail_track_200 -

. B C5Y & XLS
To export the report to CSV or Excel click the button

Also you can view the report in two graphical representations (Bar Graph, Pie and Details). For example
here is the image of a report represented by the bar graph.

@ index_unix_auth_groupby_source_all_month stics nation G Custom z & Delete
Auto \d afl e ] = & C3 & XLS
1,000
03 Dec 2013 from 12:00 fo 13200
100
10
MNow 2B Dect Dec D4 Deco? Dec10 Dec13 Dec 16 Dec13 Drer 23 Dec2s Dec 28

The same report when viewed by clicking the Pie graph button displays as follows.
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© index_unix_auth_groupby_source_all_month Statstics | Information || @& Customze & Delete

Auto v al O BCSVY | BXS

Note: Pointing to the graph for the bar or the pie types displays vital information of the report in call-
outs as explained earlier in this section.

The same information when the Details button is clicked displays the following:

index_unix_auth_groupby source_all_month alistics | Information & Customize | W De

10 [ Auto | @l O B  EBCV BXS
Time « Label Count

2013-11-28 04:30:00  198.52.100.67 0

2013-11-28 04:30:.00  222210.187.9 0

2013-11-28 04:30.00 5.30.18.178 0

2013-11-28 04:30:00  110.172.52.34 0

2013-11-28 04:30.00  42117.7.53 0

2013-11-28 05:30.00  198.52.100.67 0

2013-11-28 05:30:00  222210.187.9 0

2013-11-28 05:30.00 05.39.18.178 0

2013-11-28 05:30:00  110.17252.34 o

The Information button HousHon displays details for graph points (example: every login/logout for

History -> Auth) as shown below.
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8 history_auth_month

Time

2013-12-02 10:08:52
2012-12-02 13:00:44
2013-12-02 15:19:58
2013-12-02 15:40:51
20131202 15:46:35
2013-12-02 15:52 25
2013-12-02 15:52:28
2013-12-02 15:54:45

2013-12402 15:54:51

For quick information on a report click the information button

below.

~ User
root
rool

root

User IP

127.0.0.1
127001
127.0.0.1
127.00.1
127.0.0.1
127.0.0.1
127.0.0.1
127.00.1
127.0.0.1

l Details of. index_unix_auth_groupby_source_all_month

l Query: index unix_auth{groupby_source)
Date range: This month

Groups & Servers:

a All servers

You can also filter the report for ranges as shown below in the Ranges drop-down.

Auto

Hour
Day
Week
Month

Year

Action
Login
Login
Login
Login
Login
Logout
Login
Logout

Login

Information @ Customize | De

ECsv oGXs

and displays information as shown
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To delete a report

Note: System reports are not editable or deletable. Only created reports (including customized ones)
are deletable.

1. Select the report you wish to delete.

. i Delete o
2. Click . The confirmation dialog is displayed.
(not done)
3. Click Yes.

Caution: As always delete with care as the process is irreversible.
6.1 Creating areport

Besides the default reports you can create your own report using the instances, serers and time
periods. This topic shows you how.

To create a report

1. Click from the Reporting page. The following pop-up page is displayed.

Name Time Range Custom Range
LAST _

Query SEervers
W Alerting W Al servers seiect [
W Indexing W Linux servers Seiect [
B Raw i Syslog servers Seiect G

W g_imail seicct [

m J_nainx Select Y

i q_powermia Select KN

« Save Cancel

2. Enter a name for the report in the Name field.
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For Time, there are two options.

3. Click inside the Time Range field and select a time period for the report from the drop-down list.

Time Range
CUSTOM +
| Q

TODAY g

WEEK
MONTH
YEAR
CUSTOM

or
Select CUSTOM from the Time Range drop-down list, and

Click inside the Custom Range field and select a value from the drop-down.
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Custom Range

Today
Yesterday
Last 7 Days
Last 30 Days
This Maonth
Last Month

Custom Range

FROM TO

Note: Refer the topic Filtering data using filters[22 to learn more selecting a custom time from the
Custom Range control.

4. Enter a word or characters to search for a query in the Query field to locate a query that you want
the report to be based upon.

or
Expand the Alerting, Indexing and Raw nodes to locate your query of choice.

Once located select it and it is displayed as shown below.
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Query

= Alerting
i alert_200

alert_500

i alert 500 instance

ag_r_auth_toni

el

m

aq_user_toni

ar_notif_delay_high

n

im [ndexing

-

alert_500_instance1

E B T T

5. Enter a word or characters to search for a server in the Servers field to locate a server whose data

you want the report to be based upon.
or
Expand the Server nodes to locate your query of choice.

Once located select it and it is displayed as shown below.
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Servers

»

W Al servers Select [

E app.imailuniimited com
B host1 genesisvirtual com
B itl442 info-sol net

B server_91.235171.54

m

B shap2.info-sol net

B smtp1.infosol hr

i Linux servers Select
m Svsinn servers calact -
1 server

Note: Select the server again to deselect it. You may select all servers of a Server Node by clicking the

Select

of that Server Node. More than one server or Server Node can be selected.

Select

Select button

Just like the single server, the Select button
selecting it or deselecting it.

6. Click . The report is added to the list of reports in the system.

of the Server Node can also be toggled for

To delete such a report

1. Select it from the list of reports.

. il Delete o
2. Click . The delete confirmation dialog is displayed.
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Delete report confirmation

This action will delete the currently selected report. Do you want to continue ?

3. Click Yes.
Caution: Exercise this function with care. The process cannot be undone. All data is deleted.

Customizing a Report

You can also customize an existing report. Only CUSTOM REPORTS can be customized. DEFAULT
REPORTS cannot be customized. This topic shows you how.

To customize a report

1. Search and locate the report under CUSTOM REPORTS that needs to be customized.

, & Customize ) , ,
2. Click . The web page now displays the details of the report that you can modify.

Customize report

Hame Time Range Custom Range
blocked / delivered powermta report TODAY
Query Servers
W Alerting W Al servers Sekct E‘;

i B host1 genesisvirtual com

& R M smip1.infosol hr

m|m AW
i Linux servers sekct [£)
i Syslog servers seiect £
m O0_imal Saket gaa:
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3. Modify the report as per you requirements. For more information on how the modify the fields please
refer the topic Creating a report[66).

Save
4. Click when done.
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Configuration

The configuration module helps you perform the following important functions besides others.

- Create users and groups
- Restrict or provide access to the various functionalities of the application
- Tweak system settings

Creating and Managing Servers

This module is where server information is created and stored. OTUS SIEM allows you to add and
maintain servers. Here you can also track, process and report data and logs extracted from these

seners.

The section on Auto-Detection and Copy methods is located at the bottom of this topic.

To view the current servers in the system

1. Select Servers from the Configuration menu.

£ Configuration ~

Groups & Distributions

Distribution

Settings

Storage

Users

Roles

The list of servers in the system are displayed in the table below.

0o ¥
Name

app imailunlimited_com
aveciah com

host1 genesisvirtual com
itl442 info-sol net

shap? info-sol net
smitpA_infosol hr

Showing 1 to 6 of & entries

Q

~ IP address

64.79.76.210
66.219.100.89
192 237 165.97
91235171163
10.10.10.110

19917551 203

Login
webapps

root

webapps
logtest

webapps

Password

Active Windows Groups

g_imail g_nginx
0_powermta
g_imail
g_nginx
g_imail g_nginx

g_imail
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Note: Using the Search Q field you can also filter wanted servers.

To add a server

, =+ Add . , o
1. Click . The web page displays the following additional fields and buttons.
10 |w Q % Cancel [ ]
Name = IP address Login Password Active Windows Groups

2. Enter the server's name in the Name field.
3. Enter the IP address of the server in the IP address field.

Note: When adding a new server, the hostname, ip address, or both must be specified. The application
will attempt to resolve missing information by DNS.

4. Enter the login name of the server in the Login field.
5. Enter the password of the sener in the Password field.

6. Click the ON-OFF toggle control under Active to indicate that the server is active. By default it is set
to "ON".

Note: A sener that is active means that the server is running. An inactive server means that the server
is not in use. An inactive server also does not provide a senvice or senices that is was providing and it
also stops utilizing any resources it was using when active.

7. Click the ON-OFF toggle control under Windows to indicate the server's configuration status to
receive logs from windows server. By default it is set to "OFF".

Note: When windows switch is turned "ON" the OTUS server is configured to receive (PUSH type)
event logs from the windows server using the syslog protocol. To forward the needed data, the windows
senice that must be installed on windows host can be found here https://code.google.com/p/eventlog-to-
syslog/. By turning on this switch the data type for windows server in the raw log search is sorted by
event log type (security,application type etc).

8. Click inside the Groups box to choose one or more groups from the drop-down list.
Note: You can search for groups by typing the first few characters of the group's name. To delete a

senver from the Groups box after it has been selected, click the "X" symbol of the group to remowe it
from the field.

Save
9. Click to save the record.

To modify a server's information
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1. Double-click the field that needs to be modified and the field is enabled for editing as shown below. In
the example below the Last name field of a server was double-clicked.

Login

webapps x

2. Modify the field and click to save the changes. Click to quit without
saving the changes.

To delete a server from the system

1. From the list of servers displayed (refer step 1 of the first section of this topic) select the server you
wish to delete. The selected server is highlighted as shown below.

10.10.10.109

, m Delete o o
2. Click . The delete confirmation dialog is displayed.

Confirm

Are you sure you want to delete server demoserver (there is currently no log data)?

& -

3. Click Yes.

Caution: Exercise this function with care. The process cannot be undone. All archived data (raw logs,
indexed logs, reports) for that server are deleted.

OTUS Copy methods

There are two types of copy methods in OTUS that use the following processes.

1. PULL METHOD - Here the senrer gets files by requesting them from the remote sener. Otus
periodically fetches new data from remote servers via SCP, FTP and HTTP.

2. PUSH METHOD - Here the server receives files from the remote server. Remote servers send data to

OTUS in real time via SYSLOG or SNMP.

Auto-detecting PULL copy method
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There is no way to select PULL copy method for each server, only username and password are entered.
OTUS automatically tries all available copy methods and uses one that:

- successfully logins

-successfully transfers file from remote server

Priorities for PULL are the following:
1. SCP

2. FTP
3. HTTP

Auto-detecting PUSH copy method

The easiest way to configure OTUS for receiving files is just to configure remote seners to send
SYSLOG or SNMP data to the OTUS server. When OTUS detects a new source of data it will present
an auto-detection confirmation dialog. When and if a system administrator confirms it, the new server will
become configured with smart defaults and will be ready to use.

If auto-configuration is allowed it will try to auto-configure new server with:

1. server information (server name, ip address, custom group)
2. connecting the server to groups and distributions

7.2 Creating and Managing Groups & Distributions

Group is a collection of servers and when we create a group they are linked to distributions. All
configuration, reporting, etc., is defined on groups and not on single seners.

Server -
Distributions that contain multiple paths describe how the log file data is going to be stored. While
connecting groups and distributions we are basically connecting the various senrers of that group the

distribution methods. This topic explains groups, how to create them and manage them.

A DistributionGroup is a link between a distribution and a group.

To view existing groups

1. Select Groups and Distributions from the Configuration menu.
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& Configuration -

Servers

Groups & D'rstributinns\b

Distribution
Settings
Storage

Users

Roles

The following page is displayed.

o [= q

+ Add il Delete
Group * Distribution
q_imail (4) PostfixDistribution (syslog)
g_imail (4) SecurityDistro (syslog)
g_ngink (3) NginxDistro {pully
g_powermta (1) PowerMTA (pull)
group._: 192.237.165.97 (0) Syslog (syslog)
group_sysiog_91.235.171.54 (1) Sysiog (sysiog)
Showing 1 to 6 of 6 entries
To add a group
. + Add , .
1. Click . The following fields and buttons are displayed.
Q  Save % Cancel il Delete
Group “ Distribution

3. Click inside the Group field and select a group from the drop-down list.

4. Click inside the Distribution field and from the drop-down select a distribution.

5. Click . The new group is created and it is added to the list of groups in the table.

To modify a group and adjust settings

1.

Click a record of a group from the table. The servers of that group and their settings are displayed.
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7.3

Group - Distribution

g_imail (4} PostfixDistribution (syslog)

g_imail (4) SecurityDistro (sysiog)
Copy  Index
AUTH Bl EX
AUTHPRV n m
KERMN m m

2. Click the ON/OFF toggle switch for Copy or Index as per requirement. The settings are changed.

Note: As the name indicates the Copy button allows you to copy that entry and the Index button
allows you to index the entry.

3. Click to save the changes. Click to close without saving any changes

made.

To delete a group

1. Click to select the record of a group that is to be deleted.

, m Delete o o
2. Click . The delete confirmation dialog is displayed.
| 4
Confirm
Are you sure you want to delete group/distribution g_imail-SecurityDistro? (this
action will delete 81 days / 591_46MB of log data from 3 server/s)
o
[

3. Click Yes to delete the record.

Caution: Exercise this function with care. The process cannot be undone. All data is deleted.

Creating and Managing Distribution

A Distribution defines the information that is available/required on a remote server. This is used so a pull
copy method knows what data to expect on & copy from a remote server. This is used by a push copy
method to know what data to expect to receive from a remote seneer. It defines if additional steps
(indexing) should be done on the incoming data.
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Distributions are of three types, Pull, SYSLOG and SNMP. This topic and their sub-topics discuss the
various distributions and how to create, modify and delete them.

To view the distributions

1. Select Distribution from the Configurations menu.

£ Configuration =

Sernvers

Groups & Distributions

Settings
Storage

Users

Roles

The following page is displayed.

Pull Distribution

0 [z Q +a00 | W@
Distribution ~ Path Timeformat Indexers
AlertDistribution Avarlogiotustestdataicustom/alertboomiog  %b %d %H:%M:%S

NginxDistro Mvarfloginginy%-access log* %C

PowerMTA fvarflogipmta‘acct-%e-" csv %Y-%m-%od %oH:%M:%S powermta

Showing 1 to 3 of 3 entries

First | Previous MNext | Last

To view the distributions under the other tabs (Syslog and SNMP )click them.

7.3.1  Pull Distribution

This topic deals with the creation and management of PULL distributions in the system. As the name
suggests PULL distribution involves "pulling" or extraction of data from remote servers. The major
protocols used here are HTTP, SCP and FTP.

The time format that is used for recognizing time in the file is fetched with PULL. If this time format is left
empty the system will try to auto-detect the remote time format. This is used to sort files by date for
instance in raw log search.

To create a PULL distribution
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1. Ensure you are the PULL distribution page. Refer parent topic Creating and Managing Distribution[ 781

for details.
: + Add ) .
2. Click . The following fields and buttons are displayed.
10 [z qQ * Cance i Delete

3. Click inside the Distribution field and select a distribution from the drop-down list. This is a suggest
drop-down. Here you can select an existing distribution name (this means adding a new path to an
existing distribution) or create a new one.

Distributicn

AlertDistribution
MginxDistro

PowerMTA

4. Enter a path in the Path field.

Note: ™ groups all files into the same distribution. For example: for /var/log/*.log

/var/log/a.log and /var/log/b.log are copied to same distribution path. '%' groups all files into different
distributions for example, for /var/log/%-access.log

/var/log/www.host1-access.log and /var/log/www.host2-access.log will be copied to different distributions
making it possible to store each file into different distribution path.

A distribution path can contain wildcards. The following table explains the behavior of wildcards in more

detail.
Wildcard character Behavior Example

o Tells OTUS to copy everything that is|To easily copy rotated log files
matched by it. Useful when copying a - /var/log/auth.log*, as it matches all
large or variable amount of log files  |required remote
from a remote sener. files: /var/log/auth.log,/var/log/auth.log.1,/v

ar/log/auth.log.2, etc.
“%” Useful when various remote paths are|An example path to easily copy all

to be matched, but are to be stored |access log files is /var/log/%-access.log,
in the system separately, as they are|that matches all access log files but
completely different log types. stores them separately in the system.
This path will match remote
files: /var/log/host1-
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Using "*" and "%" in  |A combination of the behavior of both

combination. the wildcards.

access.log, /var/log/host2-access.log,
etc.

Ivar/log/%-access.log*

matches: /var/log/host1-

access.log, /var/log/host1-
access.log.1, /var/log/host2-
access.log, /var/log/host2-access.log.2.
And stores this data separately for each
host.

5. Enter a time format in the Timeformat field. Refer the topic List of OTUS time formats|[ 01 for more

information.

6. Click inside the Indexers field and from the drop-down select one or more indexers. You can search
for an indexer by entering characters or words of the name of the indexer in the empty field located on
drop of the drop-down list. To remove an indexer click the "X" of the name of the indexer.

apache

bind9_query
bind9_query_with_timestamp
bind_query
bind_response_checks

bind_update log

S By R el e LIS

Note: Indexers are optional, if none is entered only raw log files are stored on senver.

7. Click . The new distribution is added to the list of distributions in the table.

To modify a PULL distribution

1. Double-click an editable field of a record in the table and it is enabled for editing. In the example the

Path field of a record has been double-clicked.

© 2014 ww.bitsteer.com



Configuration 79

Path

Nvar/log/otustestdata/custom/alertboom/log

2. Edit the field as required.

3. Click to save the changes. Click to close without saving any changes
made.

To delete a PULL distribution

1. Click to select the record of a PULL distribution to be deleted.

, m Delete o o
2. Click . The delete confirmation dialog is displayed.

Confirm

Are you sure you want to delete distribution NginxDistro-fvar/log/nginx/%a-
access. log*™? (this action will delete 175 days / 1.29GB of log data from 3 server/s)

3. Click Yes to delete the record.

Caution: Exercise this function with care. The process cannot be undone. All data is deleted.

7.3.2 SYSLOG Distribution

This topic deals with the creation and management of SYSLOG distributions in the system. The
SYSLOG is a standard for computer message logging.

To create a SYSLOG distribution

1. Ensure you are the PULL distribution page. Refer parent topic Creating and Managing Distribution[ 751
for details. If you have done it correctly the following page is displayed.
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Pull Distribution Syslog Distribution

10 [z Q

Distribution
PostfixDistribution
SecurityDistro
SecurityDistro
secuntyDisiro
Syslog

Syslog2

Syslog2

Showing 1 o 7 of 7 enfries

Add
2. Click 52

Pull Distribution Syslog Disfribution

10 [ a

Distribution

SNMP Distribution

= Facility
Mail
Kem
Auth
Authpriv
Al

Auth

. The following fields and buttons are displayed.

SHMP Distribution

= Facility

+ Add il Delete

catchall_syslog,catchall_syslog_wrapped

® Cancel Wl Delete

3. Click inside the Distribution field and select a distribution from the drop-down list. This is a suggest
drop-down. Here you can select an existing distribution name (this means adding a new path to an
existing distribution) or create a new one.

Distribution

SHMP

SHMP2
SecurityDistro
Syslog
Syslog2

PostfixDistribution

4. Click inside the Enter a path in the Facility field and select a facility from the drop-down list.
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Facility

o ey
— BEIECT -

“ 1

Auth

m

Authpriv
cron
Daemon
Kern

Locall

| —

Note: A SYSLOG distribution consists of one of more facilities, a distro & group links groups to
distributions. When OTUS receives a syslog message it does the following:

-finds the server by the syslog message remote ip addr

-finds all the servers groups

-for each group it finds all the associated SYSLOG distros (by the group & distro link)

-for each SYSLOG distro, it looks at the defined facilities

-it only accepts SYSLOG messages with facilities that are defined in this distro

- optionally if the distro/facility was assigned an indexer it indexes the data with that indexer

You can also hawe 2 different syslog distros with the same facility, and for example one is indexed and
one is not.

6. Click inside the Indexers field and from the drop-down select one or more indexers. You can search
for an indexer by entering characters or words of the name of the indexer in the empty field located on
drop of the drop-down list. To remove an indexer click the "X" of the name of the indexer.

- Selec -
apache -~
bind2 query

bind2 query_with_timestamp
bind_gquery
bind_response_checks

bind_update_log v

B e A s S
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Note: Indexers are optional. If none is entered only raw log files are stored on senver.
7. Click . The new distribution is added to the list of distributions in the table.

To modify a syslog distribution

1. Double-click an editable field of a record in the table and it is enabled for editing. In the example the
Indexers field of a record has been double-clicked.

Indexers

mail-postfix

| » hetwork-shorewall

2. Edit the field as required.

3. Click to save the changes. Click to close without saving any changes
made.

To delete a syslog distribution

1. Click to select the record of a Syslog distribution to be deleted.

. i Delete o
2. Click . The delete confirmation dialog is displayed.

Confirm

Are you sure you want to delete distribution SecurityDistro-AUTH? (this action will
delete 79 days / 141.16MB of log data from 2 server/s)

3. Click Yes to delete the record.

Caution: Exercise this function with care. The process cannot be undone. All data is deleted.
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7.3.3 SNMP Distribution

This topic deals with the creation and management of SNMP distributions in the system. Simple
Network Management Protocol (SNMP) is an "Internet-standard protocol for managing devices on IP
networks".

To create a SNMP distribution

1. Ensure you are the SNMP distribution page. Refer parent topic Creating and Managing
Distribution[ 751 for details. If you have navigated correctly the following page is displayed.

o [ Q + Add i

Distribution = Indexers

SHMP2 calchall catchai_snmp

. =+ Add , .
2. Click . The following fields and buttons are displayed.

' Q ® Cancel il

Distribution ~ Indexers

3. Click inside the Distribution field and enter the name of a SNMP distribution inside the field. This is
a suggest drop-down. Here you can select an existing distribution name (this means adding a new path
to an existing distribution) or create a new one.

4. Enter a path in the Path field.

5. Click inside the Indexers field and from the drop-down select one or more indexers. You can search
for an indexer by entering characters or words of the name of the indexer in the empty field located on
drop of the drop-down list. To remove an indexer click the "X" of the name of the indexer.
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]
apache %
bind9_query

bind9_query_with_timestamp
bind_query

bind_gquery with_timestamp

bind_response_checks

bind_update log )

DB Byt MR DR T T e DTS

Note: Indexers are optional, if none is entered only raw log files are stored on senver.

Save
7. Click . The new distribution is added to the list of distributions in the table.

To modify a SNMP distribution

1. Double-click an editable field of a record in the table and it is enabled for editing. In the example the
path field of a record has been double-clicked.

Indexers

| x catchall | [ catchall_snmp

2. Edit the field as required.

Save ® Cancel
3. Click to save the changes. Click to close without saving any changes
made.

To delete a SNMP distribution

1. Click to select the record of a SNMP distribution to be deleted.

m Delete
2. Click - . The delete confirmation dialog is displayed.
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Confirm

Are you sure you want to delete distribution SNMP2-ALL? (there is currently no log
data)?

@ -

3. Click Yes to delete the record.

Caution: Exercise this function with care. The process cannot be undone. All data is deleted.
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Managing Settings

In this chapter the various parameters and settings are discussed.
Note: Setting variables are system defined. They cannot be created via the application.
To access the settings

1. Select Settings from the Configuration menu. The following page is displayed.

Name =~ Value
AD Accounts Location

AD admin password

AD admin username

AD Base DN

AD Server

AD Server Port

AD Username Field

(]

data retention total usage warmning limit (%) 7
notification email smtp host localhost
security AD enabled

Showing 1 to 10 of 14 entries

First  Previous 1 2 Next = Last

Note: These are the settings that will be visible/editable by users (with special roles):

The table below summarizes the behavior of each of the parameter variables.

Settings Variable Property
AD Accounts Location Specifies AD Account's location
AD admin password Entry for the AD Administrator's password
AD admin username Entry for the AD Admin's username
AD Base DN Specifies Base DN (Distinguished name)
AD Senrver Name of the AD Server
AD Server Port Specifies AD Server Port
AD Username Field Specifies the Username field
data retention total warning limit (%) The capacity of a storage that when passed will cause

the system to start sending out warning notifications.
Also older files 30 days older are deleted allowing
space for newer files. Expressed as a percentage.
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notification email SMTP host

security AD enabled

web export async row limit

web export async size limit (mb)

web log viewer parse limit (mb)

web request_limit per user

The senvice that sends notification emails or alerts to
the user or recipient.

Enables/disables AD authorization. If enabled users are
authenticated over AD before falling back to local
database.

Determines the maximum number of rows a table can
have for it to be exported synchronously. The
alternative is asynchronous download, which consists
of emailing a user a download link once it is read.

Determines the maximum total size files for them to be
exported synchronously. The alternative is
asynchronous download, which consists of emailing a
user a download link once it is read.

Maximum size of logs to parse while doing a log raw
search

Maximum concurrent "heaw" request per user
(requiring many resouces, file parsing, searching etc.,)

2. Double click the value field to modify the property of a setting variable if it is a value.
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Creating and Managing Storage

These storage that are defined are the local storage on the central OTUS node, where the data that
enters the system (copy methods) is stored. Your valuable data logs can then be archived and analyzed

later. Using OTUS SIEM you can also create your own storage rule.

Note: The default storage is /var/log/otus/storage1 and that it can’t be deleted. However the path and

size of this storage can be changed.
To create or assign a storage space

1. Select Storage from the Configuration menu.

£ Configuration -

Sernvers

Groups & Distributions

Distribution

Settings
Users
Roles

The web-page refreshes to display the following details.

1 | Q

Name ~ Path

storet Nvarflogiotus/storaget
store2 harllogliolusistorage2
stored Narllogiotus/storage3
stored narfloglolusistoraged
stores Nvarlogiotusistorages

Showing 110 5 of 5 entries

First Previous 1 MNext Last

10 GB a
4GB (]
1GB |
1.10 GB

38.61 MB

Note: Positioning your mouse over the Usage graph or any record displays the actual storage space
L |

1.11 GB used from 4 GB assigned.

used. . — i ! !!

[2T.85%]
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Add
2. Click E . The following fields and buttons are displayed.

10 v qQ ® Cancel i Delete

Name - Path Size Usage

3. Click inside the box below Name. The box is enabled.

4. Enter a name for the storage.

5. Click inside the box below Path. The box is enabled.

6. Enter the path (physical location) where the storage is to be located.
7. Click inside the box below Size. The box is enabled.

8. Enter the storage space of the storage in this box.

Note: The variable data retention total warning limit (%) under Configuration -> Settings
determines when (at what limit of the storage space) notification is to be sent to the user.

Save
- < |

Note: In the initial state there is 1 default storage and 1 default storage rule (which points all incoming
data to that default storage. It is of lowest priority.

To delete a storage

Note: You cannot delete a storage until you delete the storage rule associated with it

1. From the list of storage records displayed select the one you wish to delete. It is highlighted as
shown below.

fvarflog/otusisiorageSubash

, il Delete . o
2. Click . The following delete confirmation dialog is displayed.
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Confirm

Are you sure you want to delete storage rule storeSubash (no log data is assigned to
this storage rule)?

3 -

3. Click Yes.

Caution: Delete storage spaces with caution. The process is irreversible. When deleting a storage all
its storage rules are also deleted. Affected log data is moved to new storages depending on the
remaining storage rules.

To modify a storage

1. Double-click the Name, Path or Size fields of a record you wish to modify. The field is enabled for
editing.

2. Edit the field as per your requirement.

3. Click to save the changes or click to cancel and close without saving
any changes you have made.

Creating and Managing Storage Rules

Storage rules basically define which of your data, log files etc., goes where and when. For instance you
would want your last year's data to be moved to a more archival area than your current year's data.

The following functions are also to be noted:

-when data enters the system it has to be assigned a storage rule, so the system knows on which
storage to store it

-the system attempts to match all storage rules by priority, the first rule that is matched is used

-the default system rule can’t be deleted or edited and is of the lowest priority. This ensures that all data
will be matched by at least 1 storage rule

- Also, the topmost storage is tried first and when a match is encountered that match is used. If nothing
matches, the default rule is used

To view the existing storage rules in the system

1. Click the Storage rule tab. The web page displays the following rules.
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Storage  Storage rule
Q + Add il Delet
Name Servers Groups From Te Storage Retention Prigrity
storage_itldd it442.info-sol.net - - - store3 365 days 1t L+
storage_imail - g_imail,g_nginx - - storel ato 1+ +
storage_powenmta - g_powermta - - store2 - + 4

T+

Showing 1 to 4 of 4 entries

Note: The default_storage_rule is a built-in-fallback rule that cannot be deleted and therefore it is
disabled.

To add a storage rule

Add
1. Click £ . Additional fields and buttons are displayed as shown below.

Slorage Storage rule

Q *® Cancel il Detete

Name Servers Groups From To Storage Retention Priority

+ 4

2. Enter a name for the storage rule in the box below Name.

3. Click inside the box below Servers and select 0 or more servers. The rule will match if the incoming
data is from a server that is in this list of servers. The rule will also match if the list of servers is empty.

Servers

app.imailunlimited.com

aveciah.com
host1.genesisvirtual com
itl442 info-sol.net

shap2_ info-sol net

{ smtp1.infosol.hr

Note: You can select one or more seners for your storage. To remove a sener from the box, click the
"X" symbol of the server.

4. Click inside the box below Groups to select 0 or more groups. The rule will match if the incoming
data is from a server in a group that is in this list of groups. The rule will also match if the list of groups is
empty.
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5. Click inside the box below From/To to add a start date when you want the storage rule to be in
effect. The rule will match if the incoming data time is after/before the from/to datetime. The rule will
match all data if from/to datetime is not defined.

6. Click inside the box below To to add an end date when you want the storage rule to end.

Note: How to use the calendar box and controls to select a date have been explained in the topic
Filtering Data using Filters| 221,

7. Select the storage that should be used to store data that matches this storage rule from the
Storage drop-down list.

8. Enter the retention policy for data that matches this rule period in the box under Retention.
Note: There are three formats for entering the retention period. 1. auto - Where storage is filled to
100% and then the oldest files are deleted leaving only the newer ones. If this field is left empty then

"auto" is automatically applied. 2. n days - Where files older than n days are deleted. 3. X % - Same as
auto, but this storage rule is assigned % portion of the storage space.

Save
. < |

Note: Also, the topmost storage is tried first and when a match is encountered that match is used. If
nothing matches, the default rule is used
To modify a storage rule

1. Double-click the field that needs to be modified and the field is enabled for editing as shown below. In
the example below the Name field of a storage rule was double-clicked.

: storage_iti44 %

2. Modify the field and click to save the changes. Click to quit without
saving the changes.

To delete a storage rule

1. From the list of storage rules displayed select the storage rule you wish to delete. The selected
storage rule is highlighted.

. i Delete o
2. Click . The delete confirmation dialog is displayed.
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Confirm

Are you sure you want to delete storage rule storage_powermta (12 days / 1.11GB of
log data from 1 server/s will be reassigned to an existing storage rule)?

& -

3. Click Yes.

Caution: Exercise this function with care. The process cannot be undone. Data stored using the rule is
reassigned to another existing storage rule.
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10

10.1

User and Role Management

OTUS SIEM allows an administrator to create Role Based Access (RBAC) so that users can be
restricted to accessing the system. Restrictions can be made such that a user can only view a particular
part of the data and on a particular server and only for a particular date range. You can also restrict users
to modules such that a user can only access a particular component such as indexing, configuration,
alerting etc.,

Creating and Managing Users

This topic explains how to add new users to the system. It also explains how to delete users.

Note: Only users with the user_config role assigned to their profile can perform these functions. The
user_config_self role permits changing user info (username, password) but not roles for themselves (i.e
for the logged-in user). By default, every user has this role.

To create a user

1. Select Users from the Configuration menu.

Note: The follow menu appears for Admin/Root users only. Other users may have access to the Users
menu but may not have complete functionality to create or edit users.

& Configuration ~

Groups & Distributions

Servers

Distribution
Settings

Storage

Users

Roles

The web page refreshes to display the following screen. Notice that existing users of the system are
displayed.
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10 [~ Q + Add D

Username - Password Firstname Lastname Email Roles

achandrang1@gmail.com Arun Chandran achandrang1@gmail.com always,config,demo,user_config_seir

canviorti@gmail com - Carlos Villarroel carviorti@gmail. com atways,config, user_config_self

debarghoghoshs6@gmail.com - Debargho Ghosh debarghoghoshas@gmail.com  atways,config,demo,user_config_selt

delisaster@delisaster.com - Delisa Simonovic defisaster@delisaster.com atways,config,demo,user_config_self

denis@rpeer.com - Denis Nufa denis@rpeer.com always,config,demo, user_config_self

djurica@infosol h - Damir Jurica djurica@infosol hr always,config, role-gjunca@infosol.hr-GOEJHSpXkX2 roke-djurica@infosol. r-TLICPAQCOW, role_djuric

dsaric@itiab. hr - Jean Saric dsaric@itiab hr always,config,demo,user_config_self

dzadravec@gmail.com Dominik z dzadravec@gmail.com ahways, config,demo,user_config_self

haicaof@gmail com - Charles Roy nhaicaoc@gmail.com always,config,config_advanced, demo,user_config_seir

itogola@msn.com smaila Togola itogola@msn.com atways config,demo user_config_self

< >

Showing 1 to 10 of 30 entries
Note: Using the Search a field you can also search for users. Just
enter a few characters of the user's name and the page will filter records specific to your input characters
or words.

Add

2. Click £ . The web page displays the following additional fields and buttons.

0 g a  Cancel | # Dok

Username = Password Firstname Lastname Email Roles

3. Enter a username for the user in the Username field.

4. Enter a password in the Password field.

5. Enter the first name of the user in the First name field.

6. Enter the last name of the user in the Last name field.

7. Enter a valid e-mail id of the user in the Email field.

Note: This field is used for alerting the user and for asynchronous exports.

8. Click the Roles box and from the drop-down list select one or more roles.

Note: You can select multiple roles from the list. You may deleted a selected user by clicking the "X"

symbol of the button. For more information on Roles please refer the topic Creating and Managing
Roles| 03

.
9. Click to sawe the record.

To modify a user

1. Double-click the field that needs to be modified and the field is enabled for editing as shown below. In
the example below the Last name field of a user was double-clicked.
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10.2

2. Modify the field and click to save the changes. Click to quit without
saving the changes.

Note: When AD authentication is used password change doesn’t hawve effect

To delete a user

1. From the list of users displayed (refer step 1 of the previous section) select the user you wish to
delete. The selected user is highlighted as shown below.

25 [v] subash Q + Add il Delete
Username = Password First name
SiSubash - Subash
. i Delete o
2. Click . The delete confirmation dialog is displayed.
r 7
Confirm

ATe you sure you want to delete this User?

-

3. Click Yes.

Caution: Exercise this function with care. The process cannot be undone. All data is deleted.

Creating and Managing Roles

Like employees in a company, users of OTUS, SIEM hawve roles. This topic explains how to create and
manage roles. There are basically three types of roles. 1. Built-in roles, 2. Access Roles and 3. View
Roles. The table below summarizes the responsibilities of each of them.

Role - Type Function Examples
Built-In Roles Define what actions users are permitted |config - allows simple configuration of
to perform in the application. seners, groups and distribution.
Cannot be created or deleted. They are
built-in.
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config advanced - permits advanced
configuration functions such as configuring
distribution, storage, settings
user_config - permits administration of
users/roles
user_config_self - permits changing user
info (username, password) but not roles for
themselves (i.e for the logged-in user)
Everyone by default has this role.
superuser - Can perform any or all the
functions of the application.
report - A special function that permits a
read-only view of all data and no configuration
capability
Access Roles |Define the time periods, a logged-in user |always - users can access the system

can access the application. Users with |anytime

the user_config role can create Access \working_hours - users can access the

Roles. application only during working hours of the
company

View Roles Define what data a user can view on the
application. Users with the user_config
role can create View Roles.

Note: The Roles option in the Configuration menu is displayed only for Superusers or users with the
user_config role.

This topic discusses the creation and managing of the various types of roles.

To manage the roles click Roles from the Configuration menu.

£ Configuration -

Groups & Distributions

Sernvers

Distribution
Settings

Storage

Users

The following page is displayed
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Name ~ ACCess

Showing 110 2 of 2 entries

First = Previous 1 MNext Last

Click the View roles tab to view the other roles such as built-in roles.

To create an access role

Add
1. Click E on the Access roles page. The web page displays additional fields as shown
below.
0 |v| Q  Save * Cancel L8

2. Enter a name for the new access role in the Name box.

3. Enter a time period (use the existing time formats as a hint) in the Access box.
Save

To modify an access role

1. Double-click the field that needs to be modified and the field is enabled for editing as shown below. In
the example below the Access field of an access role was double-clicked.

[ 01:00-13:00 X |

2. Modify the field as per your requirement.

Note: A few correct formats are mon-sat 09:00-09:30, 09:00-10:00, mon-fri 09:00-09:30, 10:00-13:30
etc.,

3. Click to save the changes. Click to quit without saving the changes.

To delete an access role

1. Select an access role from the list. It is highlighted by a blue background as shown below.
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mon-fri 09:00-12:00

i Delete
2. Click =

Confirm

Are you sure you want to delete role half_a_day (it is currently not assigned to any
usen?

3 -

3. Click Yes to delete or click No to abort the operation.

Caution: Exercise this function with care. The process cannot be undone. All data is deleted.

To create a view role

Ensure you are at the View Roles page as shown below.

Access rokes View roles !Z

10 [ a +A0d | WiC
Name =~ Servers Groups From To
demo aveciah com, host1 genesisvirtual com,smip1. Infosol hr

role-djurica@infosol. hr-fLICPAQCOW smip1.infosol.hr

role-djurica@infosol hr-GOEJHSpXkX2 - g_imail

roke_djurica@infosclhr_g_g_new - g_new

role_djurica@infosol hr_g_g_nginx - g_nginx

role_djurica@infosol.hr_g_g_powermta - g_powermta

role_djurica@infosel hr_s_app.imalluniimited com  app.imailunlimited com
role_djurica@infosol hr_s_itl442 info-sol net iti442 info-sol.net

role_gjurica@infosol.h_s_lueshar org2

roke_g_nginx - g_nginx
. =+ Add . .
1. Click . The following fields and buttons are displayed.
Access roles View roles
10 i [+3 ® Cancel il Delete
Name ~ Servers Groups From To

2. Enter the name of a role in the Name box.
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3. Click inside the Servers box to choose one or more servers from the drop-down list.

Note: Users assigned this role can view data originating only from these server. You can search for
senvers by typing the first few characters of the server name. To delete a server from the Servers box,
click the "X" symbol of the server.

4. Click inside the Groups box to choose one or more groups from the drop-down list.

Note: Users assigned this role can view data originating only from servers that are assigned to these
groups. You can search for groups by typing the first few characters of the group's name. To delete a

server from the Groups box, click the "X" symbol of the group.

5. Click inside the From box to invoke the calendar as shown below.

From To

= November 2013

Su Mo Tu We Th Fr

3 4 8 6
10 11 12 13
17 18 19 20
24 25 26

7
14
21
28

1
2]
15

22

-
Sa

16
23
30

Use the calendar control to select a From date for the role. The role is in effect in the system from

the From date onwards.

From

110131112 x |

Note: Users assigned this role can view log data created only during this date/time range.

Save
7. Click . The new role is listed in the table displaying roles in the system. To quit without

, , ® Cancel
saving click

To modify a view role
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1. Double-click the field that needs to be modified and the field is enabled for editing as shown below. In
the example below the Name field of a view role was double-clicked.

demo

2. Modify the field and click to save the changes. Click to quit without
saving the changes.

To delete a view role

1. Select the view role to delete. The role is highlighted as shown below.

2013-11-27

, m Delete o o
2. Click . The delete confirmation dialog is displayed.

Confirm

Are you sure you want to delete role demo_subash (it is currently not assigned to any
user)?

3 -

3. Click Yes to delete. Click No to quit.
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11  System

This chapter discusses how to view system related information such as status and events related to the
system. This menu is displayed only the System Administrator or Superuser.

Note: The role Superuser if assigned to a user will enable the System menu on his or her dashboard.

11.1 System > Viewing system status

This option gives the logged in user a complete status of the system. The information displayed is
restricted to the type of user logged in. The following is for the Administrator (Super User) of the system.

To view system status

1. Select Status from the System menu.

| System «

m.

| Events

The following page is displayed.

Service status Modules License

0

static license (=]

0

Server info

0

0

0

0

I

GO0 0600000000

Note: Services are those processes that are running in the background. These should always be
running. Modules refer to application functionality and some of these can be disabled.

The following tables summarizes the functions of the various statuses.

Celery Global Scheduling Process

Status Function
celery alert alert scheduling process
celery beat cron scheduling process
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celery copy
celery index
celery index group
celery organize
celery schedule

Others

Status
push snmp listener
push syslog listener
rpc server
alerting
indexing
reporting
snmp
storage
syslog
users
static licence

PULL fetching process
indexer worker process
indexer group worker process
path storage process

cron scheduling process

Function
snmp listener process
syslog listener process
RPC listener process
alerting menu tab
indexing menu tab
reporting menu tab
snmp listener functionality
multiple storage rules functionality
syslog listener functinality
Role base access (RBAC) functiionality
checks if licence is valid

System > Viewing system events

This option allows you to view events related to the system.

111

Note: This screen is for debugging purposes only and is enabled only for users with the superuser role.

To view system events

1. Select Events from the System menu.

™ System -

Status

The following page about the events of the system is displayed.
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10 1 |
Dec0400:00 Dec041200 Dec050000 Dec051200 DecDFOD00 Dec061200 Dec070000 Dec07 1200 Dec030000 Dec081200 Dec0900:00 Dec08 1200 Dec1000:00

Start Time ~ Severity Component
20131210 13:40:08  ERROR WEB
2013-12-1004.39:39 INFOQ QUEUE
2013-12-0014:19:40  INFO QUEUE
2013-12-09 14.18:28 INFO QUEUE
2013-12-00 14:19:38 INFO QUEUE
2013-12-06 14:30.:04 ERROR QUEUE
2013-12-06 04:31:37  INFO QUEUE
2013-12-05 14:24:31 ERROR WEB
2013-12-05 12:309:08 ERROR WEB
2013-12-0512:3856  ERROR WEB

Showing 1 to 10 of B80 entries

First | Previous | 1 2|3 | 4|6 | Nex | Last

2. Filter the data using one or more filters. Refer the Eiltering data using filters[ 22} topic for more
information on how to use filters. The Graph also displays information and the ways to use the Graph has
been detailed in the topic Instant Graphl%'ﬁ.

3. Click a record for more detailed information. Below is the image of a INFO record, when selected.

2013-12-10 04:39:39 INFO QUEUE
event:

single retent
path:

/var/log/otus/storage3/g_nginx/itl442.info-sol.net/NginxDistro/var$loginginudbrojac.itlab.hr-access.log*/2013/089/10.10g

Below is the image of a ERROR record selected. Details of the tr0ace captured is displayed.
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trace:

Traceback (most recent call last):

File "fusr/local/lib/python2.7/dist-packages/celery/task/trace.py”, line 233, in trace_task
R = retval = fun{*args, **kwargs)

File "fusr/lecal/lib/python2.7/dist-packages/celery/task/trace.py”, line 428, in _ protected call _
return self.run(*args, *“kwargs)

File "/svn/otus/backend/otus/tasks/generictask.py”, line 44, in run
self.werk(*args, *“kwargs)

File "/svn/otus/backend/otus/tasks/async/copy.py”, line 56, in work
job.copystatus = constants.job.copystatus.COMPLETED

File "/swn/otus/backend/otus/db/transactions.py™, line 37, in _ exit
self.sessionobi.commit(})

File "fusr/lib/python2.7/dist-packages/sqlalchemy/orm/session.py”, line 656, in commit
self.transaction.commit(}
File "/fusr/lib/python2.7/dist-packages/sqlalchemy/orm/session.py”, line 314, in commit
self._prepare_impl()
file "/usr/lib/python2.7/dist-packages/sqlalchemy /orm/session.py”, line 298, in _prepare_impl
self.session.flush()
File "/fusr/lib/python2.7/dist-packages/sqlalchemy/orm/session.py”, line 1583, in flush
self._flush{objects)
File "fusr/lib/python2.7/dist-packages/sqlalchemy/orm/session.py”, line 1654, in _flush
Flush_context.execute()
File "fusr/lib/python2.7/dist-packages/sqlalchemy/orm/unitofwork.py™, line 331, in execute
rec.execute(self)
ile "fusr/lib/python2.7/dist-packages/sqlalchemy /orm/unitofuork.py™, line 475, in execute
uow
file "fusr/lib/python2.7/dist-packages/sqlalchemy/orm/persistence.py”, line 59, in save_obj
mapper, table, update)
File "fusr/lib/python2.7/dist-packages/sqlalchemy/orm/persistence.py”, line 485, in _emit_update_statements
execute(statement, params)
File "fusr/lib/python2.7/dist-packages/sqlalchemy/engine/base.py”, line 1449, in execute
params)
File "fusr/lib/python2.7/dist-packages/sqlalchemy/engine/base.py”, line 1584, in _execute_clauseelement
compiled_sql, distilled params
File "/usr/lib/python2.7/dist-packages/sqlalchemy/engine/base.py”, line 1688, in _execute_context
context)
File "fusr/lib/python2.?/dist-packages/sqlalchemy/engine/base.py”, line 1691, in _execute_context
context)
File "fusr/lib/python2.7/dist-packages/sqlalchemy/engine/default.py™, line 331, in do_execute
cursor.execute(statement, parameters)
IntegrityError: (IntegrityError) duplicate key value viclates unique constraint "remote_log_file sd5_server_id_pulldistributiongrouppulldata_idx"
DETAIL: Key (md5, server_id, pulldistributiongrouppulldatatype_id, filename)=-(d41d8cd95T00b204e980@598ecT8427e, 13, 14, /var/log/nginx/trac.infe-sol.net-access.log) already exists.
"UPDATE remote_log_file SET job_id-%(job_id)s, filename-%(filename)s, atime-%(atime)s, mtime-¥(mtime)s WHERE remote_log file.id - ¥(remote_log_file_id)s’ {'mtime’: datetime.datetime
(2013, 12, 6, 9, 52, 21), ‘atime’: datetime datetime(2013, 12, 6, 9, 52, 59), “remote_log file id": 2447, "job_id": 141257, "filename': u"/var/log/nginx/trac.info-sol.net-access.log’
}

task:
otus. tasks.async.copy.CopyTask
task_kwargs:
{}
task_id:
copy_job_#141257
pid:
22270
task_args:

(141257, 'scP')
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12 Logged in User Settings

These are settings exclusive to the user that has logged in.

To view the settings of the logged in user

1. Select Settings from the user menu as shown in the image below.

> 1 root root ~

.

Logout

The web page displays the following information.

10 [v] Q

Name ~ Value

log content dateformat %b %d %H %M %S
notification web notify alert o [

natification web notify job success
notification web notify push success

web log analysis reduce

AAAAA

WEeD I0g raw reauce
web search regex case sensiive

Showing 1 1o 7 of 7 enirles

First Previous 1 Mext Last

The table below summarizes the behavior of each of the parameter variables.

Settings Variable Property
log content dateformat The default time format to use when displaying raw log
data. If left empty the system will use the original time
format which was used to store the incoming data
locally

Note: For a list of OTUS time formats please refer the
topic List of OTUS time formats| 201

notification web notify alert Sets notification for alerts should notifications for alert
events be visible.
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notification web notify job success
notificaiton web notify push success

web log analysis reduce

web log raw reduce

web search regex case sensitive

Sets notifications for successful jobs should notification
for pull copy success be visible.

Sets notifications for successful data push jobs should
notifications for push copy success be visible.

When enabled the system will cascade equivalent
indexed rows (adjacent & close in time) and show only
1 row with a multiple marker on the side (example
browser js console errors).

Same as abowe, but this setting concerns raw log rows.
Also if it is on it will join similar lines together in one
row and put a marker with a name if similar rows exist
before that row. Works for log viewer for raw log files.

To enable or disable case sensitive search when
searching regex in raw logs.

2. Double click the value field to adjust or modify the property of a setting variable if it is a value. If it is a

ON/OFF m toggle button then click once to change its value.
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13

List of OTUS time formats

This is a chart of the various OTUS time formats.

Directive
%a
%A
%b
%B
%C
%d
%H
%l
%]
%m
%M
%p
%S
Yot
%T
%U

%w
%W

Y
%Y
%%

Meaning
Locale’s abbreviated weekday name.
Locale’s full weekday name.
Locale’s abbreviated month name.
Locale’s full month name.
Common Log Format (CLF) ex: [10/Oct/2000:13:55:36 -0700]
Day of the month as a decimal number [01,31].
Hour (24-hour clock) as a decimal number [00,23].
Hour (12-hour clock) as a decimal number [01,12].
Day of the year as a decimal number [001,366].
Month as a decimal number [01,12].
Minute as a decimal number [00,59].
Locale’s equivalent of either AM or PM.
Second as a decimal number [00,61].
Unix time, the number of seconds since 00:00:00 UTC on January 1, 1970
TAI 64 time format

Week number of the year (Sunday as the first day of the week) as a decimal number [00,53].
All days in a new year preceding the first Sunday are considered to be in week 0.

Weekday as a decimal number [0(Sunday),6].

Week number of the year (Monday as the first day of the week) as a decimal number
[00,53]. All days in a new year preceding the first Monday are considered to be in week 0.

Year without century as a decimal number [00,99].
Year with century as a decimal number.
A literal '%' character.
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Index
-A -

adding auser 100
alert 38

alert queries 38
alert rules 43
alerting 38
alerts 38
auto-detection 70

-C -

configuration 70
creating a report 61
creating alert rules 43
creating alerts 38

creating and managing servers 70

creating and managing storage rules
creating distributions 75
creating groups 73

creating PULL distribution 76
creating reports 56

creating roles 102

creating rule instances 48
creating SNMP distribution 83
creating storage 92

creating storage rule 92

creating SYSLOG distribution 79
creating users 100

creting account 12

customizing a report 66

-D -

data downloading 32
deleting a report 61
deleting alerts 38
deleting distributions 75
deleting groups 73
deleting roles 102
deleting rule 43

deleting rule instance 48
deleting seners 70

deleting SNMP distribution 83
deleting storage 92

deleting storage rule 92

deleting SYSLOG distribution 79
deleting users 100

distribution 75, 76

distributions 75

downloading data 32

-E -

editing alert queries 38
editing distributions 75
editing groups 73
editing roles 102
editing servers 70
editing users 100
events 111

-F -

filtering data 22

-G -

gmail 7

google account 7
group 73

groups 73

-H-

hardware 6

help 6

index log 36
index log search 36
indexing 36

indexing data 36
instant graph 20
introduction 6
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-L -

license 110

logged in user settings 116
login 7

logout 7

lost password 7

managing alert queries 38
managing alert rules 43

managing PULL distribution 76
managing settings 88

modifying SNMP distribution 83
modifying storage 92

modifying storage rule 92
modifying SYSLOG distribution 79
modules 110

-N -

notifications 27

-0 -

OTUS account 12
OTUS SIEM 6

-P-

password 7
password recovery 7
PULL copy 70

PULL distribution 76
PUSH copy 70

-R -

raw data 32

raw log search 16

raw logs page 16

raw logs search page 16
raw logs searching 16
RBAC 100

regex 22

register 12
registering 12
regular expression 22
report 61

reporting 61
reports 56, 66

role 100, 102

role based access 100
roles 100, 102
rule 48

rule instances 48

-S -

senerinfo 110
serners 70

senice status 110
settings 70, 88, 116
SNMP 83

SNMP distribution 83
software 6

storage 92

storage rule 92, 94
storage rules 92, 94
SYSLOG 79

SYSLOG distribution 79

system events 111

system requirements 6

system status 110

-T-

text search 22
time formats 120

-U -

user 100
users 70, 100, 110
using filters 22

-V -

vewing logs 32
viewing data 32
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